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ABSTRACT

Meteorological drought is a natural phenomenon that occurs when there is insufficient rain-
fall over a more or less prolonged period. In West African countries, and particularly in Bur-
kina Faso, this situation undermines agricultural systems. Knowledge of the spatio-tempo-
ral trends of drought is essential for optimal management of water resources and effective 
planning of sustainable agricultural activities. The aim of this study is the analysis of the spa-
tio-temporal trends of drought in the Mouhoun-Comoé basin in Burkina Faso. To this end, the 
study used CHIRPS rainfall data in raster and CSV file form for July and August, as well as soil 
moisture (0-10 cm) at 1-, 2- and 3-month scales for the period 1994-2024. The data were ana-
lysed using the z-score index, linear regression and correlation. The study shows that the up-
ward trend in drought oscillates between extreme drought and mild drought. The decade 
1994-2004 was characterised by extreme drought, followed by a decrease in drought through-
out the basin during the decade 2005-2014. Finally, in the decade 2015-2024, a phase of high 
humidity was observed throughout the basin. Drought trends have had an impact on soil 
moisture levels, particularly in the valleys of the basin. This situation has a negative impact 
on agricultural production in the basin. This situation is forcing farmers to use crops that have 
more or less water tolerance in order to cope with the drought.

KEYWORDS

 ▶ drought
 ▶ soil moisture
 ▶ z-score
 ▶ linear regression
 ▶ correlation
 ▶ Mouhoun-Comoé basin
 ▶ Africa

Introduction

Climate change is the most pressing global threat (Sharma 
et al., 2021). It directly or indirectly affects our ecosystem 
(Kulikov et al., 2014). Sea ice, lakes and coastal ecosystems 
are severely affected (Grimm et al., 2013). Agriculture, 
livestock systems and human livelihoods are also being 
undermined globally (Ghahramani & Moore, 2016; Habte-
mariam et al., 2017; Duku et al., 2018; Batool et al., 2019). 
Watersheds and their ecosystems are not spared. Indeed, 

a change in the services provided by watershed ecosystems 
has been observed in the Po basin (Italy) and the Red basin 
(Vietnam), as shown by Pham et al. (2019). In Iran, in the 
Sirvan basin, the cumulative effect of land use changes, 
reduced rainfall and increased temperatures has affected 
the amount of water in the basin. The same is true for the 
Yellow River basin in China (Yang et al., 2021). In the alpine 
basin of the Tibetan Plateau in China, vegetation dynamics 

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
mailto:josephyameogo10@gmail.com
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around the basin have been observed as a result of climate 
change and drought (D’uo et al., 2021). The Heihe basin is 
more affected by rainfall variability, which causes varia-
tions in water runoff (Liu et al., 2024). Xiong et al. (2024) 
finds that 168 of the world’s basins are experiencing spa-
tio-temporal changes. According to the authors, the up-
ward trends in the standardised precipitation index (PSI) 
are more pronounced in basins in arid zones than in those 
in humid zones. At the same time, six basins are identi-
fied as hot spots with an increase in PSI between 2003 and 
2021: the Don, Yellow, Haihe, Rio Grande, Sao Francisco 
and Ganges basins.

In Africa, watersheds and their ecosystems are the eco-
nomic lungs of vulnerable populations. However, they are 
also subject to the vagaries of climate variability, which has 
a negative impact on the water resources of these catch-
ments (Séne et al., 2024). In southern Africa, basins such 
as the Limpopo, the Orange, the Okavango and the Zam-
bezi have been severely affected by the level of drought 
(Abiodun et al., 2019). Burkina Faso has four of them. Most 
hydro-agricultural and hydro-electric schemes depend di-
rectly on them. However, two of them are of vital impor-
tance: the Mouhoun and Nakambè basins. All the coun-
try’s dams, large and small, have been built on these two 
basins. For this reason, several studies have been carried 
out on these two basins. For example, studies have focused 
on climate variability in the Vranso sub-basin, where cli-
mate variability has affected surface water levels (Yame-
ogo & Sawadogo, 2024), and on its consequences for wa-
ter f low in the Mouhoun sub-basin (Zouré et al., 2023), as 
well as in the Nakambè basin (Gbohoui et al., 2020). Oth-
er studies are looking at the dynamics of land use, which is 
reducing water resources in the Nakambè basin.

In the Sudano-Sahelian and Sudanese zones of Burki-
na Faso, rainfall remains the main source of water. Climat-
ic variability, ref lected in both increasing and decreasing 
rainfall (Yameogo, 2025), causes frequent droughts, and the 
basins are not spared. The wettest periods, particularly July 
and August, record an average rainfall of 130 mm per year, 
while August records an average of 230 mm per year. How-
ever, most studies focus on the Nakambè basin and use the 
Standardised Precipitation Index (SPI) and the Standard-
ised Precipitation Evapotranspiration Index (SPEI) (Fowé 
et al., 2023). Some studies compare the SPI and SPEI to as-
sess the level of drought in the Massili (Nakambè) basin 
(Guira et al., 2022; Bontogho et al., 2023), while others use 
the Effective Reconnaissance Drought Index to assess the 
level of drought in the Massili basin (Bontogho et al., 2024). 
The Mouhoun-Comoé is the largest watershed in Burkina 
Faso and its surface water resources are used by millions of 
people for socio-economic activities and food production. 
However, few studies have been carried out in this basin to 
understand the spatio-temporal evolution of droughts and 
their impact on soil moisture. Analysis of spatial and tem-
poral trends in drought provides useful information for 
effective planning and management of water resources. 
Therefore, studying the evolution of these phenomena dur-
ing the wettest months is essential for identifying the nega-
tive effects of climate change.

The aim of this study is to analyze the spatio-temporal 
trends of droughts during the two wettest months (July 
and August) in the Mouhoun-Comoé watershed in Bur-
kina Faso. Its uniqueness lies in the use of CHIRPS data, 
which are used for drought monitoring by the Famine Ear-
ly Warning Systems Network (FEWS NET) of the United 
States Agency for International Development (USAID).

Materials and methods 

Study area
The Mouhoun-Comoé basin was selected for this study. 
The Mouhoun basin covers an area of 113,896 km2 and 
includes all or part of the Boucle du Mouhoun, Cas-
cades, Centre-West, Hauts-Bassins, North and South-
West regions. Figure 1 shows the location of the study 
area. 

According to the Köppen classification, the Mou-
houn-Comoé basin is divided into two climatic zones: 
the hot semi-arid climate and the tropical savanna cli-
mate (Figure 2). 

The average rainfall is 240 mm per year in August and 
178 mm per year in July. Temperatures vary from July to 
August. In August, the maximum temperature is 35.45°C, 
the average temperature is 27.23°C, and the minimum 
temperature is 23°C. In July, maximum temperatures are 
32°C, average temperatures are 28°C, and minimum tem-

peratures are 23.72°C. Figure 3 below shows rainfall and 
temperatures in the Mouhoun-Comoé watershed.

Climate data and Normality
Monthly rainfall (for July and August) and soil moisture 
data for July and August for the study area were obtained 
from the Climate Hazards Group InfraRed Precipitation 
with Stations (CHIRPS) database on the US Agency for In-
ternational Development Famine Early Warning Systems 
Network (FEWS NET) website. CHIRPS was developed by 
the Climate Hazards Group at the University of Califor-
nia, Santa Barbara (UCSB) and the US Geological Survey 
(USGS) (Aksu & Akgul, 2020). 

The data and products will be available for download 
from the Famine Early Warning Systems Network (FEWS 
NET) data portal (Senay et al., 2023; Senay et al., 2015). The 
latter provides z-score data and soil moisture in the form 
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of raster and CSV files for the Excel spreadsheet for the pe-
riod 1994-2024, with time steps of one month, two months 
and three months. CHIRPS extends from 50° South latitude 
to 50° North latitude (and all longitudes) and covers the pe-
riod from 1981 to the present, integrating satellite imagery 
at 0.05° resolution and in situ station data to produce grid-
ded precipitation time series (Funk et al., 2015).The CHIRPS 
data have undergone a rigorous evaluation procedure that 
integrates satellite records and in situ station data, making 
them highly reliable for scientific research, including cli-

mate studies, hydrological modelling and agricultural as-
sessments (Poste et al., 2024). As a result, several studies 
have used them, notably to characterise the spatio-tempo-
ral variability of drought in the Cauto basin in Cuba (Tran 
et al., 2024) or the Seyhan basin in southern Turkey (Ori-
eschnig & Cavus, 2024). In Ethiopia, Alemu and Bawoke 
(2020) used CHIRPS data to analyse spatio-temporal rain-
fall trends in the Amhara region. The same is true for the 
study in Iraq (Ahmad et al., 2021) and Congo (Ahana et al., 
2024). The z-score statistics are on a monthly scale, for the 

Figure 1. Geographical location of the Mouhoun-Comoé basin

Figure 2. Watershed climate zone according to Köppen classification 1991-2020
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period 1994-2024, and are time series data. Checking the 
normality of the data therefore makes it possible to indicate 
the appropriate method of analysis. To this end, three nor-
mality tests have been used, as follows Shapiro-Wilk, An-
derson-Darling and Lilliefors. The null hypothesis (H0) of 
these tests is that the data follow a normal distribution. The 
alternative hypothesis (Ha) is that the data do not follow a 
normal distribution. 

Method of trend analysis
In this study, linear regression was used to analyze the 
trend of the Z-score over the period from 1994 to 2024.

Linear regression 
Linear regression is a parametric method that requires 
normality of the data and can be used to identify a line-
ar trend and estimate its magnitude (U.S. Environmen-
tal Protection Agency, 2009). Linear regression analysis 
is commonly used to identify trends in climate varia-
bles over long periods of time (Feidas et al., 2004; Ghe-
brezgabher et al., 2016; Yaméogo & Sawadogo, 2024; 
Yanogo & Yameogo, 2023). Regression is based on the as-
sumption that there is a linear relationship between the 
dependent variable (Y) and the independent variable (X). 
The linear regression equation is defined as follows (Raw-
lings et al., 1998):

Y = Ax + b (1)

Where, Y indicates a dependent variable, x indicates an 
independent variable, and A is the slope of the line and b 
is the Y-intercept constant (Compaoré & Yaméogo, 2024).

If the direction coefficient of the trend equation is 
greater than zero, less than zero or equal to zero, then the 
sign of the trend is positive (increasing), negative (decreas-
ing) or there is no trend (no change) respectively (Gavrilov 
et al., 2015). 

Pearson’s correlation coef ficient 
Pearson’s correlation coef ficient measures the strength 
of the linear relationship between two variables. If there 
is a strong linear relationship, the correlation coef ficient 
is close to 1 or −1, and 0 means no linear relationship 
(U.S. Environmental Protection Agency, 2009, Athana-
siou et al., 2017). It indicates the direction and ‘strength’ 
of the trend. A positive value of r indicates an increasing 
linear trend and a negative value indicates a decreasing 
linear trend. The trend is ‘strong’ if the absolute value of 
r varies between 0.6 and 0.8. The correlation coef ficient 
r between the two variables X and Y is called the Pear-
son correlation and is calculated as follows (Athanasiou 
et al., 2017):

r =
xi −x( )− yi − y( )

i=1

n
∑

xi −x( )2

i=1

n
∑ yi − y( )2

i=1

n
∑

Where, y = 1 / n( ) yii=1

n
∑⎛⎝⎜

⎞
⎠
⎟, and x = 1 / n( ) xii=1

n
∑⎛⎝⎜

⎞
⎠
⎟

 

(2)

Statistical Z-Score (Z-Score)
The statistical Z score, or standard score, is used as an-
other drought index (Wu et al., 2001). The standard score 
method is a simple approach that is used to standardise 

Figure 3. Precipitation and temperatures in the Mouhoun-Comoé basin

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/correlation-coefficient
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a set of data on the basis of its mean value and its stand-
ard deviation (Careto et al., 2024). It can be calculated by 
subtracting the long-term mean from an individual rain-
fall value, then dividing the difference by the standard de-
viation (Noor et al., 2020). The Z-score indicates the num-
ber of standard deviations that a rainfall value is above or 
below the mean (Dogan et al., 2012). The calculations are 
straightforward and can be performed on a variety of time 
scales. The Z-score applies to both dry and wet periods 
and, like the SPI, tolerates gaps in the data (WMO, 2016). 
Its mathematical formula is as follows (Wu et al., 2001):

Zscore =
xij −µi

σ i  
(3)

where Z is the symbol for the standard score, xij is pre-
cipitation of j month for period i, is mean, is standard de-

viation. Table 1 below shows the different interpretations 
of Z-score.

Table 1. Dif ferent interpretations of Z-score

Z-score value Drought/wetness condition

 ≤-2.0 Extreme drought

-1.90 to -1.50 Severe drought

-1.49 to -1.00 Moderate drought

-0.99 to 0.99 Mild drought

≥1.0 Normal wet condition

Source: Noor et al. (2020)

In addition, the raster z-score data were interpolated 
using QGIS 3.4 software to obtain the spatial evolution of 
z-scores in the Mouhoun-Comoé basin. Figure 4 below pro-
vides a summary of the data and methods used in the study.

Results and Discussion

Data normality over the 1994-2024 period 
Overall, the data show a normal distribution over the peri-
od 1994-2024 (Table 2).

Temporal analysis of annual drought trends in the 
Mouhoun-Comoé basin
The analysis of drought in the wettest months of the ba-
sin shows an increasing trend over the period 1994-2024, 

as indicated by the positive leading coef ficients (Figure 
5).

Figure 5 shows an upward trend in the z-score, which 
indicates that conditions have become wetter and less 
dry over time. However, the trend remains weak and very 
weak. In fact, July and August in 1 month, 2 months and 
3 months have very high correlation coefficients r=0.301, 
which shows a weak trend. 

Analysis of spatio-temporal drought trends
in the Mouhoun-Comoé watershed

Data in Excel CSV
(July and August z-score)

1994-2024

Normality test
(Shapiro-Wilk,

Anderson-Darling, Lilliefors)

Method of
trend analysis

Linear regression +
Pearson's correlation

coe�ficient

Interpolation (QGIS)

Data CHIRPS +  USAID
Famine Early Warning

Systems Network 

Raster data
(July and August z-score)

1994-2024   

Figure 4. Outline the Data and Methods Used in the Study
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Table 2. Normality of data extracted from CHIRPS over the period 1994-2024

Test of normality
July August

1month 2month 3month 1month 2month 3month
Shapiro-Wilk test 0.937 0.933 0.960 0.986 0.971 0.972
P-value 0.07 0.054 0.284 0.948 0.545 0.585
Alpha threshold 5% 5% 5% 5% 5% 5%
 null hypothesis (H0) X X X X X X
Alternative hypothesis (Ha) - - - - - -
Anderson-Darling 0.522 0.688 0.455 0.194 0.267 0.222
P-value 0.142 0.065 0.251 0.886 0.663 0.812
Alpha threshold 5% 5% 5% 5% 5% 5%
 null hypothesis (H0) X X X X X X
Alternative hypothesis (Ha) - - - - - -
Lilliefors test 0.125 0.140 0.112 0.092 0.090 0.077
P-value 0.250 0.778 0.626 0.731 0.502 0.914
Alpha threshold 5% 5% 5% 5% 5% 5%
 null hypothesis (H0) X X X X X X
Alternative hypothesis (Ha) - - - - - -

Source: CHIRPS, 1994-2024, X=Accepted, - : no Accepted

Figure 5. Time trend of z-score at dif ferent scales between 1994 and 2024
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Temporal analysis of the ten-year trend of drought in the 
Mouhoun-Comoé basin
In Figure 6a, the decade 1994-2004 shows a decreasing 
z-score trend in August and an increasing trend in July. 
Conversely, the 2005-2014 decade shows an upward trend in 
both wet months. However, the decade 2015-2024 shows a 
differentiated trend, with an upward trend in August and a 
downward trend in July. Figure 6b shows an upward trend 
in the Z-score over 2 and 3 months in the decades 1994-2004 
and 2005-2014 (in appendix). However, a downward trend 
is observed at the 1-month, 2-month and 3-month scales for 
the 1994-2004, 2005-2014 and 2015-2024 periods. The corre-
lation coefficient r remains very low, indicating a slight in-
crease. Overall, the 1994-2004 decade saw a period of mod-
erate drought in the basin during the rainy months (July 
and August). In contrast, the 2005-2014 decade was char-
acterised by a normal wet phase in the area. This situation 
continued during the decade 2015-2024.

Spatial analysis of drought trends in the Mouhoun-
Comoé basin
• Annual spatial trend of drought in the two wettest 

months
Figure 7a below shows a significant change in droughts 

in the Mouhoun-Comoé basin between 1994 and 2024. 
On a 1-month scale, extreme drought is observed in July 
in the south-eastern part of the basin and wetness in the 
north-western part. In August, however, the north-west-
ern zone remains wet (z-score = 1.87) in 2015-2024, while 
the rest of the basin experiences moderate drought 
(z-score = -0.95). On a two-month scale, a zone of severe 
drought is marked from the south-east to the centre of the 
basin in July (figure b in appendix). A wet phase was also 
observed towards the far north-west of the basin. In Au-
gust, the moisture continued to spread from the far north-
west to the west. The rest of the basin also experienced a 
period of light to moderate drought. Over a three-month 

Figure 6a. Decadal evolution of Z-score on a one-month scale
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period, the basin is almost completely dry, with the excep-
tion of the northern zone (in appendix). In August, an area 
of high humidity moves westwards and moderate to ex-
treme drought affects the rest of the basin.

Spatial analysis of drought trends in the Mouhoun-
Comoé basin over a ten-year period
• the case of July on a 1-month, 2-month and 3-month 

scale
July’s drought was highly variable in the Mouhoun-Co-

moé basin. On a monthly scale, the spatial evolution of 
the drought is oriented towards the south-west of the ba-
sin. The decade 1994-2004 was characterised by extreme 

drought (z-score of -2.06 in Figure 8a.g) in the west and 
centre of the basin. Only the extreme southwest of the 
basin was wet. In Figure 8a.h, mild drought prevailed 
over most of the basin, except in the north. Figure 8a.i 
shows a trend towards normalisation of moisture across 
the basin. However, there is a slight drought in the south-
west. 

Figure 8b.j shows that over a two-month period, drought 
occurs in the west and centre of the basin. Other areas of 
the basin f luctuate between mild and moderate drought. 
Figure 8b.k shows a drought zone with a z-score between 
0.80 and -1.8. The areas that were in extreme drought in 
Figure 8b.j have become wetter in Figure 8b.k (in appen-
dix). This trend continues in Figure 8b.l, but with a slight 

Figure 7a. Spatial trend in drought on a monthly scale over the period 1994-2024

Figure 8a. Ten-year spatial trend in July drought for the period 1994-2024 
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concentration of drought in the south-western part of the 
basin (in appendix).

Figure 8b.m shows that over a three-month period, the 
western and central parts of the basin are in a dry phase. 
However, the south-western zone is in a wet phase. The 
drought is receding, with only one occurrence in the 
southwestern part of the basin (Figure 8b.n) (in appendix). 
The wet phase is observed towards the west and north-
west of the basin, while a moderate drought phase is ob-
served in the south-western part of the basin during the 
period 2015-2024.
• the case of August on a 1-month, 2-month and 3-month 

scale
Figures 9a.p, q and r show the spatial evolution of 

drought in August, the wettest month in Burkina Faso. 
During the decade 1994-2004, the western, northern and 
central parts of the basin experienced moderate to ex-
treme drought. In the decade 2005-2014, these drought 
zones decreased and are now located in the north and 
south-west of the basin. Finally, in the period 2015-2024, 
drought, which has become moderate, continues to de-
crease and is now located in the south and extreme south-
west of the basin.

A similar trend can be seen in Figures 9b.s, t, u (in ap-
pendix). The situation changes when we move to the three-
month scale. Extreme drought dominates in the western 
and central parts of the basin, while the rest of the basin 
experiences moderate drought. Only the extreme south-
ern and south-western parts of the basin experience a wet 
phase.

Meteorological drought is a category of long-term nat-
ural disasters that develops gradually and is caused by pe-
riods of abnormally low precipitation (Kumari et al., 2023; 

Careto et al., 2024; Ogunrinde et al., 2025). It varies con-
siderably in space and time across the basin. The work of 
Ndehedehe et al. (2016) confirms the same trends. The au-
thors found a variable trend in the SPI index over the pe-
riod 1979-2013 in the Volta basin, which includes the Mou-
houn-Comoé basin. This temporal trend is punctuated by 
periods of more or less severe wetness and drought. Other 
studies carried out in the Mouhoun sub-basin in Burkina 
Faso have found similar results. Compaoré and Yameogo 
(2024) and Yaméogo and Sawadogo (2024) found a tempo-
ral evolution of the SPI index characterised by wet and dry 
phases between 1980 and 2021.

Drought in the Mouhoun-Comoé basin and its impact on 
soil moisture in the valleys
Drought affects soil moisture in the basin. There is a strong 
correlation between z-score and soil moisture (depth 0-10 
cm) in July and August for the period 1994-2024. The cor-
relation coefficients vary between 0.85 and 0.58, with high 
to very high levels of significance (p-value varies between 
0.002 and 0.0013). The correlations are weaker and insig-
nificant for July on a 2-month scale and for August on a 

3-month scale. Overall, the upward trend in drought is re-
f lected in soil moisture in the Mouhoun-Comoé catch-
ment. The trend lines also show an upward trend for July 
on a 1-month scale and for August on a 1-month, 2-month 
and 3-month scale. Table 3 below shows the different cor-
relation coefficients and directional coefficients at differ-
ent time scales. 

Table 3 shows that drought affects the Mouhoun-Co-
moé basin during the wettest months (July and August). 
This situation affects the valleys, especially the Sourou 

Figure 9a. Ten-year spatial trend in August drought between 1994 and 2024
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valley in the extreme north of the watershed. In this valley, 
more than 3,800 ha of land have been developed out of an 
estimated potential of 30,000 ha. These cultivated areas are 
farmed by rural residents and privately by more than 3,000 
producers organised in eleven agricultural cooperatives, 
four producer groups and seventeen agricultural entre-
preneurs or agribusinesses. However, extreme to moder-
ate droughts are common in this valley, with direct conse-
quences for soil moisture (Figure 10a.a, b,c).

Figure 10a.a, b,c, and figure 10b.d,e,f (in appendix) 
shows that there is a strong change in soil moisture in the 
Sourou Valley. In fact, the decade 1994-2004 and 2015-2024 
is interrupted by relatively positive soil moisture in the 
Sourou Valley for the month of July. However, in the pe-

riod 2005-2014, the valley is affected by a decrease in soil 
moisture. This situation could affect the crops grown by 
the rural population. Soil moisture in August also varies 
from decade to decade. In 1994-2004, soil moisture in the 
valley was low. In the period 2005-2014, an improvement 
in moisture was observed. The period 2015-2024 is charac-
terized by a high level of soil moisture in the Sourou val-
ley, ref lecting a decade in the wet phase. The other valleys 
in the Mouhoun-Comoé basin are also affected by drought 
(Figure 11a.a.b). 

Figure 11a shows that the decade 1994-2004 (Figure 
11a.a) and the decade 2005-2014 (Figure 11a.b) are charac-
terized by a decrease in soil moisture in the valleys for the 
month of July. However, the 2015-2024 decade is charac-

Table 3. Strong correlation between the z-score and the soil moisture at dif ferent scales in the 
catchment area for the period from 1994 to 2024

Soil moisture-z-score correlation 
coef ficient p-Value Relationship

Soil moisture 10 cm-z-score (1 month july) 0.835 0.003 Very significant

Soil moisture 10 cm-z-score (1 month august) -0.69 0.027 Significant

Soil moisture 10 cm-z-score (2 month july) 0.163 0.65 Non-Significant

Soil moisture 10 cm-z-score (2 month august) 0.85 0.002 Very significant

Soil moisture 10 cm-z-score (3 month july) 0.86 0.002 Very significant

Soil moisture 10 cm-z-score (3 month august) 0.58 0.078 Weak Significant

Figure 10a. Ten-year change in soil moisture in the Sourou Valley between 1994 and 2024



Geographica Pannonica | Volume 29, Issue 2, 65–83 (June 2025)Joseph Yameogo

| 75 |

terized by high soil moisture. For the month of August, the 
1994-2024 decade (Figure 11b.d) is characterized by a sig-
nificant decrease in soil moisture (in appendix). Soil mois-
ture improved during the 2005-2014 decade (Figure 11b.e) 
(in appendix). The 2015-2024 decade shows significant soil 
moisture in July. The trend of increasing soil moisture in 
the basin is confirmed by the Yaméogo study (2025). The 
study shows an upward trend in soil moisture, but it is 
highly variable in the Mouhoun basin. This situation could 
be explained by the increase in rainfall in the country. The 
study by Yameogo and Rouamba (2024) shows that Burkina 
Faso experienced a period of f looding between 2005 and 
2020. This suggests an increase in rainfall between 2005 
and 2020. Several other studies in the country confirm the 
wet phase. Compaoré and Yaméogo (2024) observed an up-
ward trend in rainfall in the Centre-West region between 
2001 and 2021. Work by Yaméogo and Sawadogo (2024) 
in the Mouhoun sub-basin (vranso) over the period 1980-
2014 shows an upward trend in rainfall. Another study by 
Yanogo and Yaméogo (2023) on the south-western region 
of Burkina Faso (part of the Mouhoun Basin), in the high 
basins, shows increasing rainfall phases over the period 
2011-2020, as also observed by Karambiri and Gansaonre 
(2023). The study by Yanogo and Yaméogo (2023) also finds 
an increase in extreme rainfall, but the southwest region 
is less affected than the north. A general trend of increas-
ing precipitation has also been observed across West Afri-
ca. Ilori and Ajayi (2020) note that the wet phase began on 

the African continent in the 1990s. Other studies, such as 
those by Damberg and Agha-Kouchak (2014) and Fuentes 
et al. (2022), show different results from previous stud-
ies at local and regional level. Indeed, Damberg and Agha-
Kouchak (2014) show a significant positive trend in drought 
areas on Southern Hemisphere lands (Africa, Northern 
India and parts of the Mediterranean), while no signifi-
cant trend is observed on Northern Hemisphere lands be-
tween 1980 and 2012. This means that watersheds in the 
southern hemisphere are more affected. These results are 
similar to those of Fuentes et al (2022), who show that all 
continents are affected by drought, particularly Africa and 
Southeast Asia. However, according to the same authors, 
drought severity is more pronounced in the Horn of Africa 
and East Africa, while West Africa is moderately affected. 
These results differ from those of the study area in that the 
time frame (1980-2012) of the study by Damberg and Agha-
Kouchak (2014) corresponds to a dry period in West Afri-
ca, whereas this study focuses on a wet period (1994-2024). 
This could explain the difference in results. The results of 
Fuentes et al. (2022) partially support our study, since they 
observe a less extensive wet phase in 2019

This wet phase (positive z-score over the period 2015-
2024), accompanied by an increase in soil moisture in the 
Mouhoun-Comoé basin, will have an impact on agricul-
tural crops, which cannot tolerate permanent humidi-
ty. This situation is more damaging for crops located in 
the valleys of the basin. Bossa (2020) notes that, under 

Figure 11a. Ten-year change in humidity in the other valleys of the basin between 1994 
and 2024 
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these conditions, the agricultural development of wet-
lands faces the risk of hydric f looding, which prevents 
the establishment of crops or damages them. Week and 

Wizor (2020) and Reed et al. (2022) add that this situation 
could have a negative impact on the food security of Af-
rican populations.

Conclusion

Agricultural activities are dependent on water resources. 
In Burkina Faso, watersheds are the main areas of agricul-
tural activity. Recent droughts caused by extreme weather 
conditions have highlighted the need to better understand 
the impact of climate change on water resources in the 
Mouhoun-Comoé watershed. Understanding droughts 
during the wettest months is essential for agricultur-
al planning. The aim of the study was to analyse the spa-
tio-temporal trends of droughts in this basin. It showed 
that the basin experienced extreme, moderate and mild 
droughts on the scale of one, two and three months over 

the period 1994-2024. The ten-year analysis shows that 
the period 1994-2004 is generally characterised by ex-
treme droughts. The other periods, 2005-2014 and 2015-
2024, show a phase of humidity in the basin, with a sig-
nificant increase in soil moisture. This situation could be 
detrimental to certain crops that do not like excess mois-
ture. It is therefore essential that strategies to adapt to this 
new situation take into account the increasing humidity 
in the basin during the decade 2015-2024. Consequently, 
local and state authorities must encourage the use of wa-
ter-intensive crops to adapt to the basin’s new humidity.
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Appendix

Figure 6b. Decadal evolution of Z-score on a two- and three-month scale 
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Figure 7b. Multiscale spatial trend of drought 1994-2024

Figure 8b. Ten-year spatial trend of the July drought at dif ferent scales for the 
period from 1994 to 2024
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Figure 9b. Decadal spatial evolution of August drought at dif ferent scales between 1994 
and 2024

Figure 10b. Ten-year change in soil moisture in the Sourou valley at dif ferent scales 
between 1994 and 2024 
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Figure 11b. Decadal trend in humidity in the other valleys of the basin on 2- and 3-month 
scales between 1994 and 2024 
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ABSTRACT

Unprecedented extreme heat events (EHEs) have amplified associated health risks, but 
they present great dif ferences within the urban environment. This paper aims to assess 
heat-hazard risk (HHR) and associated vulnerability in Nagpur, a heat-prone Indian city us-
ing remotely sensed and on-site meteorological data. HHR was generated through high 
resolution local climate zone (LCZ) maps via the product of hazard and vulnerability which 
featured census-tract socio-economic variables (sensitivity and adaptive capacity) and ex-
posure. Principal component analysis (PCA) with equal weighting was applied to develop 
a composite fine-scale heat vulnerability index (HVI). Out of 136 wards, a total of 68 wards 
were identified to have ‘high’ or ‘very high’ HVI featuring about 49.06% of the population. 
LCZ-based spatial mapping showed a heterogeneous heat ‘risk-scape’ across the city. ‘High’ 
and ‘very high’ heat vulnerability/risk (HV/R) signature was observed in city core, its ad-
joining areas (LCZs 3 and 3F) and urban fringes (LCZs 9 and 93). Conversely, open areas with 
moderate vegetation cover and natural classes (LCZs 6, 6B, A and B) showed ‘moderate’ to 
‘low’ HHR. The findings of this research will enable the urban practitioners and policymak-
ers to deal with explicit determinants of heat vulnerability and risk especially in regions 
with low adaptive capacity. 

KEYWORDS

 ▶ extreme heat
 ▶ heat-hazard risk
 ▶ heat vulnerability index
 ▶ sensitivity
 ▶ exposure
 ▶ adaptive capacity
 ▶ local climate zone

Introduction

Heat-related hazards pose major health risks in cities (San-
tamouris, 2019; Ebi et al., 2021) and significantly affect ur-
ban livability (Wouters et al., 2017; Kotharkar et al., 2024a, 
2024b). Extreme heat events (EHEs) or heat waves (HWs), 
characterized as extended durations of abnormally elevat-
ed temperatures particularly result in excessive mortali-
ty rates (Gasparrini and Armstrong, 2011; Kumar & Singh, 
2021). In recent past, multiple cities globally have suffered 
the brunt of frequent HWs including 2015 Indian and Paki-

stani HW (Wehner et al., 2016), 2016 South-East Asian HW 
(Gu et al., 2016), 2019 European HW (Pascal et al., 2021), 2020 
Siberian HW (WMO, 2021) and 2021 North American HW 
(Keith et al., 2021). Multiple reports have predicted EHEs to 
be more intense, more frequent and longer-lasting, particu-
larly in urbanized environments (IPCC, 2018, 2021). In this 
context, it is of paramount importance for urban practition-
ers to gain knowledge on heat vulnerability and associated 
socio-economic risks to manage and cope with EHEs.

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
mailto:rskotharkar@gmail.com
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In the recent past, multiple studies have conducted 
HV/R assessment across cities/metropolitan areas/regions 
with improving spatial accuracy (Maragno et al., 2020; 
Karanja et al., 2022). In this study, we define HV/R as a tool 
which can developed to identify the population or geogra-
phies that are at high risk of heat hazard (HH) using spa-
tial socio-economic, physical and environmental data that 
are associated with heat-related adverse health outcomes. 
The external event of a HH can be referred to a dangerous 
condition or risk to public health caused by extreme heat 
episodes. This can result from high environmental tem-
peratures, prolonged exposure to heat sources, or phys-
ical exertion in hot conditions. The knowledge of HV/R 
can subsequently inform urban planning policies, public 
health interventions, emergency measures and mitigation 
strategies. The wide range of studies shows concentration 
of research efforts in developed countries especially with 
tropical climates (Azhar et al., 2017; Hu et al., 2017; Rathi 
et al., 2021; Kotharkar et al., 2019; Li et al., 2022). Similarly, 
a number of research efforts have concentrated on map-
ping heat-health risks to evaluate intra-urban differenc-
es (Navarro-Estupiñan et al., 2020; Kotharkar & Ghosh, 
2021a, 2021b; Zhou et al., 2021; Chen et al., 2022; Cheval et 
al., 2022; Ellena et al., 2023; Ma et al., 2023).

Urban environments exhibit significant variations in 
heat risks (HRs) and/or HHRs due to differences in sur-
face morphologies and physical structures. In this paper, 
we define HHR as the potential harm to human health 
across population groups, due to exposure to extreme heat 
conditions in a given geographical area. To better under-
stand the impact of different urban surfaces, Stewart and 
Oke (2012) introduced the concept of local climate zones 
(LCZs). LCZs are defined as the regions that possess sim-
ilar characteristics like surface cover, material, structure, 
and population activity, extending from several hundred 
meters to a few kilometers. The framework has been ex-
tensively used to collect urban data by logically dividing 
the urban landscape (Lehnert et al., 2021). It has found its 
application in the wider assessment of heat-health risks in 
multiple cities (Verdonck et al., 2018; Chen et al., 2021), in-
cluding Chongqing (Cai et al., 2019), Hermosillo (Navar-
ro-Estupiñan et al., 2020), Beijing (Zhou et al., 2021; Chen 
et al., 2022), Turin (Ellena et al., 2023) and Changzhou (Ma 
et al., 2023). The wide range of assessments using spa-
tial classification systems (e.g., LCZ maps) provides val-
uable input and decision support for climate adaptation 
planning to mitigate urban HRs. Such assessments can 
inform, guide and strengthen heat-health action plans 
(HHAPs) via extreme heat planning and management. A 
HHAP lays a strong foundation and serve as an effective 
tool for directing heat-related adaptation and mitigation 
efforts across spatial scales (Kotharkar & Ghosh 2021b). 
HHAPs aims to provide a methodical framework inclusive 
of public health responses, activation of alert systems and 

inter-agency coordination to reduce the negative impact 
of HWs. Hence, evidence-based local assessment of HV/R 
is crucial for augmenting the overall response to growing 
risks of HWs.

A widely used framework for assessing heat-related 
health risks is the ‘Crichton Risk Triangle’, which consists 
of three key components: hazard, exposure, and vulnera-
bility (Crichton, 1999). Over the past decade, an increasing 
number of studies have adopted this framework for eval-
uating heat-related health risks (Hu et al., 2017; Estoque 
et al., 2020). With the advancement of research on LCZ, 
many studies have demonstrated that the framework is 
a valuable tool for analyzing various aspects of the urban 
thermal environment (Verdonck et al., 2018). For instance, 
Zhou et al. (2021) applied the LCZ system to examine heat 
risk in Beijing, specifically analyzing the distribution of 
LCZ types in relation to population heat exposure. Most 
previous studies assess risk at the level of administrative 
units (such as cities or neighborhoods) primarily due to 
data constraints. However, it lacks the resolution to cap-
ture the heterogeneous spatial distribution of populations 
within those boundaries. While such studies provide val-
uable insights for urban planning and management, they 
fall short in analyzing finer-scale relationships with urban 
structure, limiting their usefulness for implementing tar-
geted planning measures (Hu et al., 2017; Zuhra et al., 2019; 
Chen et al., 2022). Additionally, past research has largely 
concentrated on heat-related hazards, with comparatively 
little attention given to exposure and vulnerability, which 
represents two critical components that shape the overall 
impact of hazards (Ren et al., 2022; Wu et al., 2022).

Research gap, novelty and significance of the study
The existing literature shows that the geographical distri-
bution of HV/R assessments in Asian tropics as well as high 
population and development density settings (e.g., India) 
are not usually well known and remain less explored bar-
ring a few (Rathi et al., 2021; Shih & Mabon, 2021; Nanda et 
al., 2022; Ghosh et al., 2024). Moreover, due to limited avail-
ability of dense weather station data in these regions, sever-
al studies have used remotely-sensed land surface temper-
ature (LST) to measure HH (Romero-Lankao et al., 2012). 
While some studies have highlighted that the UHI effect 
increases the extent and intensity of extreme heat stress in 
cities, most have focused solely on daytime temperatures, 
neglecting nighttime temperatures and potentially under-
estimating the overall HHR in urban areas. Research has 
shown that integrating heat exposure data with population 
vulnerability factors can effectively map high-risk areas and 
guide targeted interventions (Inostroza et al., 2016; Hu et 
al., 2017). Additionally, spatial frameworks enable the iden-
tification of heat risk hotspots from local to regional levels, 
supporting more effective climate adaptation planning and 
emergency management (Aubrecht & Özceylan, 2013; Ma et 
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al., 2023). As EHEs are predicted to increase in frequency 
and severity due to climate change, these spatial vulnerabil-
ity assessments become increasingly important for devel-
oping targeted heatwave preparedness plans and reducing 
heat-related health risks (Ghosh, 2024). Hence, spatial vul-
nerability and risk estimation are crucial for understanding 
and mitigating heat-related hazards in urban areas (Karan-
ja & Kiage, 2021; Li et al., 2022, 2024).

It has also been shown that LCZs vary in the levels of 
human thermal stress they experience due to extreme heat 
(Kotharkar et al., 2021, 2022). A study in Nagpur highlight-
ed pedestrian discomfort and thermal stress in commer-
cial streets, affecting walkability and public transit usage 
(Mohite & Surawar, 2024). Another research identified rel-
atively high levels of thermal stress benchmarks with re-
spect to respondent’s sensation, comfort, tolerance and 
acceptability in Nagpur city (Kotharkar et al., 2024a). A re-
cent comprehensive study by Kotharkar et al. (2024b) indi-
cate that large low-rise, sparsely built, and scattered areas 
mixed with compact low-rise zones (i.e., LCZs 8, 9 and 93) 
present higher levels of heat stress indicating greater sus-
ceptibility to mortality. The wide variety of scientific lit-
erature constructs a possibility of different LCZs demon-
strating variation in heat-related risks and implications. 
However, vulnerability-based research to inform extreme 
heat-related risks are still limited. LCZs with distinct sur-
face morphologies and physical structures can help iden-
tify differences in HRs and provide a foundation for de-
veloping effective adaptation and mitigation strategies 
(Kotharkar et al., 2024c). This study uses the LCZ frame-
work to standardize urban zones, a widely adopted meth-
od for examining spatio-temporal variations in the ther-
mal environment. Therefore, to fill this research gap, the 
research conducts a comprehensive HV/R assessment 
combined with LCZ maps to provide valuable insights of 
high-risk areas at a local level with finer resolution.

The present study is first of its kind to employ a novel 
and hybrid approach to calculate HHR using census and 

local climate information (daytime and nighttime hazard 
analysis) in Nagpur, a heat-prone central Indian city. It at-
tempts to spatially analyse and conduct a comprehensive 
heat-related health risk assessment using LCZ classifica-
tion at a spatially explicit raster level. This is particular-
ly critical in tropical and sub-tropical regions with limited 
adaptation solutions, low socioeconomic status and poor 
heat-health governance. These investigations can play a 
crucial role in mitigating the adverse impacts of HHs on 
households via easier implementation, thereby enhancing 
the urban thermal environment in cities.

Aim and objectives of the study
The present study aims to estimate HHR for Nagpur, a 
centrally located tropical Indian city. It attempts to assess 
local-level heat-health risk (HHR) using the LCZ classifi-
cation to help inform and support decisions for the effec-
tive implementation of preventive measures in heat-health 
action plans (HHAPs). The objective of this paper is to ex-
plore the interaction of HH and related vulnerability at 
ward level. Mapping of HV involved estimating the spatial 
patterns of exposure, sensitivity and adaptive capacity us-
ing principal component analysis (PCA) tool and identify-
ing the inf luencing variables.

Study area and climate
Nagpur (21.1458° N, 79.0882° E; 310 meters above sea lev-
el) is a tropical city located in central India. The city, ad-
ministered by the municipal corporation, has a popula-
tion of approximately 2.4 million and a gross population 
density of 110 people per hectare (pph) (MHA, 2011). Span-
ning an area of 217.65 km², Nagpur is the 13th largest city 
in India by population. The city is relatively compact, with 
dense core areas. In the peripheral regions, particularly in 
the western and southwestern parts, the population den-
sity ranges from 20 to 32 pph, while in the inner and core 
areas, the density can reach as high as 750 to 1,000 pph. 
Nine wards situated in the city center has density in the 

Figure 1 а, b. Population density of Nagpur city in 2011 (b) LULC map
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range of 601–1000 pph while ward no. 67 has population 
density in excess of 1000 pph (refer Fig. 1a). In 2021, area 
covered under built-up, grassland, vegetation (sparse and 
dense), barren and water bodies were 41.2%, 12.13%, 17.31 
%, 26.07% and 3.29%, respectively (see Fig. 1b). Slums are 
spread over an area of 17 km2 (7.81%) while >2% of the land 
is officially classified as urban green spaces.

The city has a tropical savanna climate, classified as “Aw” 
under the Köppen climate system. It experiences four dis-
tinct seasons: summer (March to June), monsoon (July to 
August), post-monsoon (September to October), and win-

ter (November to February). Historically, annual tempera-
tures range from a record high of 48°C during summer to a 
low of 4°C during winter (Kotharkar et al., 2021). However, 
city’s tropical climate experiences significant temperature 
variations throughout the year. Summers are exceptional-
ly hot, often accompanied by frequent heatwave days, lo-
cally known as ‘loo’. In recent past, the city has witnessed 
record extreme temperatures coupled with recurrent HWs 
with increasing intensities. These extreme summer con-
ditions create uncomfortable outdoor environments and 
pose exacerbated thermal discomfort. 

Materials and methods

The HHR mapping workf low is carried out in four stages, 
as shown in Figure 2. The present research was aided by 
various software including ArcGIS v10.4, Autodesk Auto-
CAD v2020, HOBOware v3.7.4, MS Excel v2011, and statis-
tical software ‘R’ v4.2.1. The stages of the study can be de-
scribed as:

1. The first stage involved a literature review of previ-
ous HV/R assessments across geographic locations 
and climate zones to identify appropriate indica-
tors which are best possible fit. The indicators from 
each variable to describe vulnerability were extract-
ed from 2011 census data, which was pre-processed 

(conversion from vector to raster form) and normal-
ized for further analysis. Simultaneously, LCZ map-
ping of Nagpur city was conducted using WUDAPT 
technique (Bechtel et al., 2015; Mills et al., 2015). 
To estimate HH, in-situ air temperature measure-
ments (refer Fig. 3) were carried out across different 
LCZs covering major parts of the city.

2. In the second stage, PCA with varimax rotation was 
used as a dimension reduction technique to filter 
the actual indicators explaining majority of the var-
iance. The HVI scores (ward-wise) were normalized 
on a scale of 0 to 1.

Figure 2. Workflow for HHR mapping
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3. The third stage encompassed spatial mapping of HV 
variables (adaptive capacity, exposure and sensitivi-
ty) which led to the generation of composite HV map 
using eqn. 2. Wards with very high HVI as well as 
dominant LCZs were identified and spatial overlap 
and the intensity of HHR across LCZ classes were 
analyzed.

4. The fourth and the final stage involved the estima-
tion of HHR using the product of HH and HV (for 
wards with very high HV). 

HV assessment
The census at municipal ward level, developed by the Of-
fice of the Registrar General and Census Commissioner 
of India, Ministry of Home Af fairs, Government of India 
was used for spatial analysis. The 2011 census data within 
continuous urban area of Nagpur municipality (consist-
ing 136 wards) was obtained from https://censusindia.
gov.in/census.website/data/census-tables. A composite 
heat vulnerability index (HVI) was developed using spa-
tially explicit variables of sensitivity, adaptive capaci-
ty and exposure. Duplicate variables that represented 
similar constructs were removed and diverse indicators 
across demographic, social, economic, health, and envi-
ronmental domains were selected. The present study en-
compasses a combined total of twenty-one (21) indicators 
including eight (8) indicators of adaptive capacity, twelve 
(12) indicators for sensitivity and LST as the sole indi-
cator for exposure (refer Annexure I). It considers that 
HVI is triggered by sensitivity and exposure and dimin-
ished with increasing adaptive capacity (see eqn. 1 and 2), 
which can be represented as:

Heat Vulnerability = f  (Exposure, Sensitivity, Adaptive capacity)  (1)

This can be mathematically calculated as shown in eqn. 
2:

HV = S+E−Ac  (2)

where, HV is the composite heat vulnerability, S refers 
to sensitivity level, E refers to exposure level, and A corre-
sponds to the adaptive capacity.

Adaptive Capacity
Adaptive capacity denotes the residents’ capability to re-
spond to the adverse impacts of extreme heat and rebound 
from any resulting losses. Eight indicators constituted 
adaptive capacity which included access to infrastructure 
and other coping mechanisms (electricity, water, commu-
nication/health/social facilities, personal vehicle and bank 
account) which help residents to survive periods of ex-
treme heat (Kovats & Hajat, 2008) (see Annexure I). NDVI 
was included as an indicator ref lecting higher proportion 
of vegetation and its health which reduces heat intensity 
(Raja et al., 2021).

Sensitivity
‘Sensitivity’ is the degree to which urban population is af-
fected by heat-related stimuli (IPCC, 2014; Sharma & Ravin-
dranath, 2019). Twelve (12) indicators obtained from census 
data were deduced to determine sensitivity (see Annexure 
I). This include illiterate population and person with dis-
ability as they are not aware of the negative effects of ex-
treme heat (Cutter et al., 2003; Uejio et al., 2011; Raja et al., 

Figure 3. LCZ map of Nagpur city showing measurement locations

https://censusindia.gov.in/census.website/data/census-tables
https://censusindia.gov.in/census.website/data/census-tables
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2021) and possess fewer resources to combat the heat expo-
sure and thus are vulnerable to heat stress. Females, young 
children (below 6 years) and elderly (above 60 years) popula-
tion were accounted as they are susceptible to EHEs (Wil-
helmi & Hayden, 2010; Nayak et al., 2018). It also includ-
ed the socioeconomically marginalized section (scheduled 
caste and scheduled tribes). It further considered popula-
tion density, typology of dwelling units, average number of 
inhabitants per household and single household sizes to ac-
count for sensitive population groups. 

Exposure
‘Exposure’ to extreme heat is referred to as the external 
impact of HH on the population. In the present study, ex-
posure is represented by LST, which is considered to be 
one of the most inf luential variables to describe heat ex-
posure (Zuhra et al., 2019), which heightens extreme heat 
issues (Reid et al., 2009; Aubrecht & Özceylan, 2013). 

Heat-hazard estimation
HH is captured through the intensity and distribution of 
extreme heat. The study accounted for the nocturnal ef-
fect by integrating Tmax with daily minimum tempera-
ture (Tmin). Tmax and Tmin across selected LCZs were used 
to represent HWs and hot nights respectively to account 
for its intensity and frequency. The study applied the HW 
criteria formulated by the India Meteorological Depart-
ment (NDMA, 2019) for the plains of India. HW conditions 
are identified when the maximum temperature at a sta-
tion reaches 45°C or higher during the day. HH was calcu-
lated by summing the instances when the daily maximum 
temperature exceeded 45°C during daytime (nosTd45) and/
or 28°C during nighttime (nosTn28). These daily instances 
were then aggregated and normalized to create an HH in-
dex. (see eqn. 3):

HH =
nosTd45 +nosTn28( )∑
Total instances  

(3) 

where, HH is the heat hazard, nosTd45 refers to number 
of days with daily maximum temperature above 45°C, and 
nosTn28 is the number of days with daily minimum temper-
ature above 28°C. The total instances were estimated to be 

108 (54 days * 2 instances for each day ref lecting daytime 
and nighttime condition). The daytime conditions were 
considered during 06:00 – 17:59 hrs while nighttime con-
ditions denoted 18:00 – 05:59 hrs.

A threshold 28°C was selected as an indicator of trop-
ical night which is often used to measure extreme high 
nighttime temperature (nocturnal discomfort). Howev-
er, the selection of threshold for indicating tropical nights 
is inconsistent in the scientific literature. Nocturnal ther-
mal high is considered when Tmin  exceeding an absolute 
threshold such as 25-28°C or 90% or 95% percentile of its 
climatological series (Ha & Yun, 2012; Klok et al., 2023). The 
present study selected the threshold (28°C) based on the re-
search conducted in similar tropical Asian countries (Ko-
rea and South China) (Chen et al., 2023; Klok et al., 2023). 

Local climate zone mapping and collection of 
summertime air temperature 
The LCZ mapping of Nagpur city employed the World Ur-
ban Database and Access Portal Tools (WUDAPT) method 
(Bechtel et al., 2015) to process remotely sensed images us-
ing ArcGIS 10.4.4. Pixel-based classification techniques for 
LCZ mapping have become widely used in urban areas (Ver-
donck et al., 2017; La et al., 2020). Each pixel was assigned 
to a single LCZ, and the remotely sensed data was cropped 
to the region of interest, defined by the Nagpur municipal 
boundary. The vector processing and supervised classifi-
cation process involved selecting LCZ training areas from 
Google Earth, based on expert knowledge. LANDSAT 8 data 
was then used, along with the maximum likelihood classifi-
cation (MLC) tool, to classify the LCZs. This process was re-
peated iteratively until an accurate LCZ map was produced. 

Stationary surveys were conducted during the sum-
mer of 2022 to gather data across various LCZs (see Fig-
ure 2). These sites, representing urban areas with distinct 
microclimates, provided a 54-day dataset for analysis. The 
locations were chosen based on LCZ mapping covering ~ 
75% area of Nagpur city. Measurements of Tair were taken 
at an elevation between 1.5 - 2 meters above ground lev-
el, and recorded at five-minute intervals. Days with ab-
normal and missing values were filtered. The final data-
set was used for further assessment. The instrument setup 
featured a built-in temperature sensor housed in a radi-

Figure 4. (a) HOBO pro V2 data logger (b) Radiation shield (c) Data logger placed inside the shield (d) Instrument 
placed at site
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ation shield. An Onset HOBO U-23 Pro V2 weatherproof 
data logger, accurate to ±0.2°C within a temperature range 
of 0–70°C, was used for data collection (refer Fig. 4a-d). All 
necessary precautions and specifications were followed 
during the surveys (Oke, 2004; Runnalls & Oke, 2006).

Heat-hazard risk assessment
The study employed Crichton’s conceptual definition of the 
risk triangle (Crichton, 1999) and IPCC AR4 (IPCC, 2007) to 
develop the HHR map. This notion offers a concise struc-
ture overlapping the layers of hazard and vulnerability. 
Multiple studies have demonstrated that the multiplica-
tive principle accurately captures the intricate interaction 
between hazard and vulnerability (Estoque et al., 2020). 
The present study adopted the methodology used by Ma et 
al. (2023) and estimated the combined HHR as the aggre-
gate of hazard and vulnerability (refer eqn. 4), which can 
be understood as:

HHR =HH ⋅HV  (4)

where, HHR is the heat-hazard risk, HH refers to heat 
hazard, and HV denotes heat vulnerability.

The allocation of weights to indices within the risk tri-
angle framework has been a point of inconsistency in prior 
literature (Reckien, 2018). Therefore, this study opts for as-
signing equal weights to the layers of hazard and vulnera-
bility in generating the HHR.

Statistical analysis
PCA was applied to embrace multiple factors of vulnera-
bility (Wolf & McGregor, 2013; Inostroza et al., 2016; Nayak 
et al., 2018; Kotharkar et al., 2019). This approach has prov-
en reliable as a method for reducing dimensions, creating 
independent principal components (PCs) that accurately 
represent the maximum variance. A composite PC score 
(z-score) was formulated to indicate the statistical devi-
ation from the mean value (Wolf & McGregor, 2013). The 
variance-weighted approach (Schmidtlein et al., 2008) was 
applied, with the ranking of principal components (PCs) 
based on the amount of data variability they capture. This 
ranking is represented by the eigenvalues associated with 
the vector of each PC (Inostroza et al., 2016). The Pear-
son correlation matrix was used to observe relationship 
of individual variables. The variables was standardised as 
PCA is highly dependent on input vaules. This was accom-
plished by transforming the values into z-scores (utilizing 
eqn. 5):

Zi =
Xi −N

SD  
(5)

where, Zi represents the z-score for each ward, Xi de-
notes the original value, N signifies the mean of all indica-
tor values, and SD represents the standard deviation of the 
individual indicator values. 

The adequacy of the data for PCA was evaluated us-
ing the Kaiser-Meyer-Olkin (KMO) test and Bartlett’s test 
of sphericity. For sampling adequacy, the KMO estimate 
should be more than 0.50 (on a scale from 0 to 1) and p value 
<0.001 to pass Bartlett’s test (Adnan et al., 2023). The Kaiser 
eigenvalue criterion (eigenvalue > 1) was employed along 
with orthogonal varimax rotation to extract PCs as sug-
gested by Kaiser (1960). Varimax rotation was chosen due 
to its capability to extract highly independent components 
(Raja et al., 2021). Any component that accounted for ap-
proximately 10% of the variance, or where the cumulative 
percent of the retained components was at least 70%, was 
kept. The calculated scores from Eqn. (2) were integrated 
to compute the aggregated HVI score. Subsequently, Eqn. 
(6) was applied to standardize the HVI scores for each 
ward on a scale from 0 to 1 (Inostroza et al., 2016):

β =
x −xmin

xmax −xmin

⎡

⎣
⎢

⎤

⎦
⎥

 
(6)

where, β represents the normalized HVI value for each 
ward, while x denotes the original HVI value. The terms 
xmin and xmax refer to the lowest and highest HVI values, 
respectively.

The HVI was calculated by summing the scores from 
each component for each ward. These normalized HVI 
values were then grouped into five categories—’very low’, 
‘low’, ‘moderate’, ‘high’, and ‘very high’—based on the GIS 
methodology outlined by Raja et al. (2021).

Estimation of satellite-based LST and NDVI
The study utilized the Thermal Infrared Sensor (TIRS) and 
Operational Land Imager (OLI) instruments of LAND-
SAT 8 to acquire daytime Land Surface Temperature (LST) 
data. [imagery date: 22 April 2022; cloud cover: 2.97%; sun 
elevation: 66°; (path 144, row 45)], which overlaps with the 
period of data collection across LCZ sites (year 2022). The 
date was selected as it represents a typical hot summer 
day for Nagpur city. Satellite imagery for Nagpur was ob-
tained from open-source data (https://eos.com/landview-
er/?lat=21.14510&lng=79.08610&z=11). LANDSAT 8 satellite 
data offer several advantages, including enhanced radi-
ometric and spectral resolution, a better signal-to-noise 
ratio, refined bandwidth, and two thermal infrared bands 
(Dube & Mutanga 2015; Karlson et al. 2015). LST was ex-
tracted by widely adopted methodology in multiple stud-
ies (Zanter, 2016; Navarro-Estupiñan; 2020). 

https://eos.com/landviewer/?lat=21.14510&lng=79.08610&z=11
https://eos.com/landviewer/?lat=21.14510&lng=79.08610&z=11
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Results and findings

The present study evaluated city-scale HH and related vul-
nerability to estimate HHR for Nagpur city. The findings are 
presented in four sub-sections which include; a) spatial dis-
tribution of LST, NDVI and LCZ classes (b) constructing a 
composite HVI using the indicators of adaptive capacity, 
sensitivity and exposure (c) mapping of HH and HHR.

Spatial distribution of LCZ classes  
and mapping of LST and NDVI
The LCZ mapping of Nagpur city showed a heterogeneous 
and uneven structure and confirmed its compact pattern 
(refer Fig. 5a). It has 10 built types (LCZs 1-10) and zones 
with few nested LCZs (LCZs 37, 3F, 65, 6B and 93). Built and 
natural types accounted for 72.61% and 27.39% area re-
spectively (refer Fig. 5b). The central regions were primari-
ly characterized by a combination of compact low-rise set-
tings (LCZ 3) and mid-rise buildings (LCZ 2). In contrast, 
the peripheral areas were dominated by LCZs 9 and 93. 
LCZ 65 (open mid-rise nested in open low-rise zone) consti-
tutes a significant sub-class among built zones, account-
ing for approximately 9.97% of the total area. LCZs 3 and 9 
were the dominant zones covering 14.74% and 9.86% of the 
area respectively (refer Fig. 5c). 

The city center comprising LCZs 3 (38.78°C) and 37 
(38.99°C) showed lower LSTmax values mainly due to mutu-
al shading attributed to densely packed buildings (see Fig. 
5d). Outer city limits embracing LCZs 9 (max. 41.78°C) and 
93 (max. 41.02°C) generally showed higher LSTmax values 
due to high daytime exposure. LCZs 3F (max. 40.03°C) and 
F (max. 46.69°C) also showed higher values due to the pres-
ence of bare patches. Areas with lower temperatures were 
predominantly concentrated in water bodies and vegetat-
ed areas. These regions have the capacity to moderate tem-
peratures through mechanisms such as heat absorption, 
evapotranspiration, and shading. The average LST ob-
served for built-up areas was 35.05°C, while for vegetation 
it was 33.59°C, and for water bodies, it stood at 26.85°C. 

The spatial pattern of Land Surface Temperature (LST) 
aligns with the distribution of LCZs, where areas with a 
higher concentration of built-up zones tend to exhibit 
higher LST values (refer Fig. 3d). An average LST of 35.58°C 
was observed while the maximum and minimum values 
were 53.23°C and 17.94°C respectively. The peripheral areas 
especially along the northern, south-western zones were 
characterized by higher LST values. Spatial differences 
in NDVI showed lack of greenness/vegetation within the 
city limits (refer Fig. 5e). Core areas comprising high den-
sity settings showed lower NDVI values. The pixel-based 
maximum and minimum NDVI values were observed to 
be 0.435 and -0.101 respectively. There is a notable negative 
correlation observed LST and NDVI, indicated by a Pear-
son correlation coefficient of -0.354 (p<0.01), suggesting a 
statistically significant relationship between the two var-
iables.

Developing a composite HVI
In the next step, the Pearson correlation matrix was cal-
culated to assess the strength and direction of the rela-
tionship between the two variables. Indicators of adaptive 
capacity when correlated with those of sensitivity, yield-
ed moderate to strong relationships (see Table 1). For in-
stance, electricity supply was positively correlated with 
population density (+0.48), housing typology (+0.559) and 
single household size (+0.648). NDVI was negatively cor-
related with roof material (-0.229) and LST (-0.354). Indi-
cators of sensitivity were found to be strongly correlated 
with infrastructural facilities (e.g., water/electricity sup-
ply, access to communication). Communication facilities 
(access to landline/mobile) showed a strong positive rela-
tionship with building typology (+0.804), single household 
size (+0.647), average number of people/household (+0.665) 
and rented housing (+0.632). LST as the sole indicator of 
exposure was found to be positively associated with build-
ing typology (+0.407), population density (+0.496) and roof 
material (0.551).
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Figure 5. (a) LCZ mapping of Nagpur city (b) proportion of built and natural types (c) overall coverage of dif ferent 
LCZs (d) Pixel-based mapping of LST (e) spatial distribution of NDVI
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A composite HVI was derived by aggregating the com-
ponents with equal weight and then normalizing the re-
sult. The PCA yielded consistent outcomes with nearly 
constant values for the eigenvalues and loadings of PCs, as 
depicted in Table 4. The present study estimated KMO val-
ues in the range of 0.59-0.73 and p-value to be 2.2e-16 (see 
Table 2) which taken together proves the suitability of da-
taset for HV analysis. 

The results of PCA highlighted the respective contribu-
tions of various factors to the HVI (refer Table 3). Two PCs 
with eigenvalues > 1 collectively explained 71.38% of the 
variance in the dataset (PC1: 44.02% and PC2: 27.36%). Ac-
cording to the rotated component matrices, PC1 was main-
ly presented indicators of adaptive capacity which includ-

ed communication facilities (-0.270), health facilities (+0.719) 
and sensitivity indicators comprising female population 
(+0.537), young population (+0.692), population density 
(+0.753), average number of people/household (+0.679) and 
roof material (+0.610). PC2 mainly featured other indica-
tors of sensitivity illiterate population (+0.730), elderly pop-
ulation (+0.628), SC/ST population (+0.531) and LST (+0.520). 
The PC loadings indicated that infrastructural facilities act 

as coping solutions while demographic factors and housing 
conditions are major inf luencing indicators of HV. 

The HV mapping was generated using its composite val-
ues (see Annexure II). Subsequent mapping of HV varia-
bles showed distinct variation across different wards of the 
city. Administrative wards in core areas showed a greater 

Table 2. Measure of Kaiser-Meyer-Olkin (KMO) and Bartlett’s test of sphericity

Adaptive Capacity Sensitivity Exposure

KMO Bartlett’s p-value KMO Bartlett’s p-value KMO Bartlett’s p-value

0.73 2.2e-16 0.59 2.2e-16 0.62 2.2e-16

Table 3. PC loadings for indicators

Indicators PC1 PC2 PC3 PC4 PC5 PC6

AD
PA

TI
VE

 C
AP

AC
IT

Y

1. Electricity supply +0.106 -0.007 +0.112 +0.032 +0.014 +0.005

2. Water supply +0.087 +0.806^ -0.040 +0.223 -0.020 +0.119

3. Communication facilities -0.270* +0.051 +0.140 -0.051 +0.117 -0.02

4. Health facilities +0.719* +0.023 +0.198 +0.157 +0.039 -0.024

5. Social facilities: religious facilities & schools -0.091 +0.044 -0.069 +0.56 +0.063 -0.223

6. Personal vehicle -0.183 +0.102 -0.027 +0.009 +0.066 -0.006

7. Bank account -0.113 +0.039 -0.005 -0.142 -0.096 +0.081

8. Normalized Dif ference Vegetation Index -0.234 +0.017 +0.184 -0.058 +0.104 -0.026

SE
N

SI
TI

VI
TY

9. Illiterate Population +0.101 +0.730^ -0.146 +0.087 +0.04 +0.097

10. Female population +0.537* +0.014 +0.060 +0.161 -0.126 -0.015

11. Population aged under 6 years +0.692* +0.056 +0.139 +0.042 -0.003 +0.008

12. Population aged over 60 years +0.173 +0.628^ +0.409 +0.006 -0.144 -0.101

13. Population of Scheduled Caste (SC)/
Scheduled Tribe (ST) +0.060 +0.531^ -0.071 -0.018 +0.068 -0.09

14. Population density +0.753* +0.181 +0.048 +0.039 -0.032 +0.142

15. Typology of houses +0.056 -0.109 +0.486 +0.072 +0.194 +0.055

16. Single household size +0.480 +0.504 +0.094 +0.091 +0.043 -0.027

17. Average number of people per household +0.679* +0.091 +0.003 -0.006 -0.018 -0.031

18. Rented housing -0.131 +0.128 +0.152 +0.153 +0.039 +0.077

19. Roof material +0.610* +0.103 -0.018 +0.068 -0.018 -0.165

20. Population that has disability 18-64 years -0.058 +0.158 +0.031 +0.024 +0.058 -0.084

EX
PO

SU
RE

21. Land surface temperature +0.18 +0.520 +0.029 +0.082 -0.045 -0.02

Note: Statistically significant ones are values > 0.5; * Statistically significant values for PC1; ^ Statistically significant values for PC2
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mix of ‘very low’ and ‘very high’ adaptive capacity. Core ar-
eas mostly represent a mix of old neighborhoods and new-
ly developed zones. This may possibly be attributed to a 
difference in infrastructural facilities (water and electric-
ity supply), urban redevelopment initiatives and presence 
of differential vegetation cover. Such moderations can 
cause change in adaptive capacity within core areas. Ur-
ban fringes in western direction had lower levels. Adap-
tive capacity was generally ‘very high’ in the wards located 
in far northern and southern fringes. The core and adjoin-
ing areas generally showed ‘moderate and ‘high’ levels of 
exposure while majority of fringes featured in ‘very high’ 
levels. The results revealed that more than 66% of the area 
was in ‘high’ or ‘very high’ exposure range. For sensitivi-
ty, western fringes were found to be in ‘high’ range while 
core areas generally showed ‘moderate’ values. About 40% 
of the area was found to be with ‘very low’ and ‘low’ sensi-
tivity levels (refer Fig. 6). 

The HV mapping was generated using eqn. (2) using its 
composite values ‘Very high’ levels of HV were found in 
core and urban fringes. Areas with moderate vegetation 
cover correspond to ‘low’ or ‘very low’ HV while most of 
the residential areas featured in ‘moderate’ level. The map-
ping showed a greater variation in the eastern direction 
while the western fringes majorly presented a consistent 
HV signature in ‘moderate’ level. The composite HV map 
showed a distribution of ‘very low’ in 5 wards; ‘low’ in 20 
wards; ‘moderate’ in 42 wards; ‘high’ in 36 wards while 33 
wards were under ‘very high’ category. About one-fourth 
of the population was found to be in ‘very low’ or ‘low’ lev-

els and 24.54% were located in ‘moderate’ level. 33 wards 
in ‘very high’ levels of HV were used for further analysis 
to calculate HHR. These were mainly located towards the 
eastern side and distributed in the city center and fringes. 
A detailed assessment of HV mapping revealed that a to-
tal of 69 wards present with ‘high’ (0.31-0.41) and ‘very high’ 
(>0.41) HVI. A total area of 39.7 km2 (out of total 217.65 km2) 
in the city was found to have ‘high’ and ‘very high’ HVI but 
constituted 49.06% of the population (about 1.18 million). 
Majority of the ‘high’ and ‘very high’ HV areas were domi-
nated by compact low-rise neighbourhoods, sparsely-built 
settings and built areas nested with bare soil.

Mapping of HH and HHR
Mapping of HH accounted for the intensity and frequency 
of HW event during the 2022 summer season. The hazard 
map revealed the distribution of high temperature days 
(both daytime and nighttime above a certain threshold) 

based on on-site data collection across different LCZs (see 
Fig. 7a). Mapping results revealed that a high percentage 
(>50%) of land area is exposed to ‘very high’ HH. Majori-
ty of ‘very high’ HH areas were found to be concentrated in 
the central, eastern and southern parts of the city. Among 
the built classes, HH levels were found to be ‘very high’ for 
LCZs 3 (0.481), 3F (0.472), 5 (0.426), 65 (0.444), 8 (0.454) and 
93 (0.481) as they experienced high daytime and noctur-
nal heat stress. ‘High’ HH was observed for LCZ 6 (0.352) 
while LCZ 9 showed ‘moderate’ value (0.306). Open zones 
with vegetation/trees (LCZ 6B) and natural classes (LCZs 
A and B) demonstrated ‘low’ HH values. Fringe areas in 

Figure 6. Spatial extent and distribution of HVI
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the north-eastern direction generally showed ‘moderate’ 
HH values. The spatial distribution of HHR for wards with 
‘very high’ HV is shown in Fig. 7 (b). HHR in the city cen-
tre of Nagpur appears to be higher compared to the sub-
urbs. Out of the 33 wards with ‘very high’ HV, 14 wards 
were designated with ‘very high’ HHR (>0.411) and were lo-
cated in the east-central part of the city. These constitute 
highly dense areas coupled with very high population den-
sity. ‘High’ (9 wards) and ‘moderate’ (9 wards) HHR consti-
tuted 18 wards and were distributed across the core areas 
and urban fringes.

LCZ-based HHR mapping revealed that densely built 
areas generally had higher values. LCZs constituting at 
least 75% of the wards were extracted and termed as ‘dom-
inant’ ones. Due to differences in urban morphology that 
LCZs represent, their corresponding risk levels were found 
to be varied (see table 4). Spatial overlap and the intensity 

of heat risk across LCZ classes were analysed for 33 wards 
which featured with ‘very high’ composite HVI scores. The 
intersection of wards and HHR distribution mostly aligns 
(commonly prevalent) for LCZs 3, 3F and 9. In a few wards, 
there exists disagreements. ‘Very high’ HHR were char-
acteristic for LCZ 3 and 3F while ‘high’ HHR values corre-
sponded for LCZs 3, 37, 3F, 65 and 9. Natural (LCZs A and 
B) and built classes with vegetation cover (LCZ 6B) showed 
‘moderate’ and/or ‘low’ HHR. ‘Very high’ and ‘high’ HHR 
areas covered 17.43 km2, accounting for about 8% of the to-
tal area. This shows a great deal of spatial heterogeneity in 
HHR even within wards with ‘very high’ HV. The findings 
ref lect that compact low-rise and its variants (LCZs 3 and 
3F) and sparsely built zones and its variants (LCZ 9 and 93) 
agree with the distribution of HHR across these adminis-
trative wards. Conversely, LCZ classes (37, 6, 65, 6B and B) 
disagree when wards and HHR values intersect. 

Figure 7. Spatial distribution of (a) heat hazard (b) heat hazard risk



Geographica Pannonica | Volume 29, Issue 2, 84–107 (June 2025)Rajashree Kotharkar, Aveek Ghosh, Ravindra Keskar

| 97 |

Discussion

The present study carried out a comprehensive HV/R as-
sessment for Nagpur, a tropical and heat-prone Indian 
city. The city experiences extreme summertime conditions 
and often witness severe HW conditions, thus affecting 
a large and sprawling city (Mohite & Surawar, 2024). Re-
search efforts in Nagpur have demonstrated a strong cor-
relation between heat stress indices and all-cause mortal-
ity, with certain LCZ classes showing higher susceptibility 
to heat stress (Kotharkar et al., 2024a; Dutta et al., 2020). 

The aim was to pinpoint populations or geographic are-
as at elevated risk by leveraging spatial socio-economic 
and environmental data. PCA was utilized to assess vul-
nerability encompassing three underlying vulnerability 
components: exposure, sensitivity, and adaptive capaci-
ty. Among the indicators of adaptive capacity, infrastruc-
tural facilities (such as access to water, electricity, mobile/
landline services, healthcare/social facilities, and NDVI) 
showed a negative correlation with HVI. Such findings 

Table 4. Prevalent LCZs with very high HVI and respective HHR 

Ward No HVI score Dominant LCZs Heat Hazard Risk (level)

1 0.483 3 & 9 0.291 (moderate)

2 0.511 3 & 9 0.294 (moderate)

5 0.616 3, 37 & 9 0.401 (high)

6 0.547 37 & 93 0.577 (very high)

12 0.493 3 & 65 0.399 (high)

16 0.441 3 & 65 0.305 (moderate)

17 0.529 3, 5, & 9 0.254 (moderate)

18 0.477 3, 65, & 6B 0.108 (very low)

20 0.532 3 & 6 0.452 (very high)

21 0.45 3 & 93 0.592 (very high)

25 0.474 3 & 3F 0.532 (very high)

29 0.776 3 & 9 0.309 (moderate)

30 0.797 3, 6 & 9 0.263 (moderate)

37 0.573 3 & 3F 0.451 (very high)

38 0.541 3 & 3F 0.510 (very high)

39 0.42 3 0.492 (very high)

50 0.56 3, & 6B 0.359 (high)

51 0.444 3, 6, & 3F 0.282 (moderate)

53 0.423 3 0.542 (very high)

54 0.479 3 0.531 (very high)

56 0.724 3 0.617 (very high)

57 0.579 3, 6 & 3F 0.516 (very high)

59 0.495 3, 6 & 9 0.310 (moderate)

66 0.522 3 0.555 (very high)

67 0.447 3 0.618 (very high)

76 0.448 3 0.491 (very high)

77 0.428 3, 3F & B 0.401 (high)

79 0.444 3, 6, & 6B 0.399 (high)

80 0.416 3 & 93 0.352 (high)

89 0.437 3, 6, & 6B 0.246 (moderate)

99 0.42 3, 3F, & 65 0.356 (high)

102 0.416 3, 6 & 3F 0.359 (high)

136 0.642 3, 9 & 3F 0.380 (high)
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corroborate the results of previous studies (Rinner et al., 
2010; Adnan et al., 2023). Social isolation was found to be 
another risk factor (Luber & McGeehin 2008, Uejio et al., 
2011). PCA generated two PCs where the first one consist-
ed of infrastructural facilities, specific population groups 
(young and females) and housing characteristics while the 
other one featured LST, illiterate, elderly, and SC/ST pop-
ulation (Cutter et al., 2003; Azhar et al., 2017; Karanja et 
al., 2025). Health care services provided by medical infra-
structure (e.g., hospitals, clinics) were identified as cru-
cial indicators. Education level was found to be associated 
with socio-economic status, as high illiteracy rates indi-
cate a reduced ability to read and understand heat-health 
warnings.

Spatial distribution of HV revealed three clusters with 
‘very high’ values. These wards, characterized by high pop-
ulation density, are scattered across the central part of the 
city and are represented by older neighbourhoods and 
core residential areas. This distribution aligns with the 
outcomes reported in previous studies (Wolf & McGregor, 
2013; Raja et al., 2021). The study found LCZs 8 and 10 to 
be associated with higher LST but with relatively low risk 
similar to the findings in Changzhou, China (Ma et al., 
2023). This is due to low population density as against oth-
er residential and compact zones (LCZs 3 and 3F) (Ma et al., 
2023). It proves that LST is not a good indicator for HH as-
sessment. Additionally, differential adaptive capacity was 
observed within core areas owing to demographic shifts, 
urban redevelopment and changes in infrastructural facil-
ities. The study also confirmed a significant negative cor-
relation between LST and NDVI which provides strong 
scientific evidence for increasing urban green spaces for 
effective heat mitigation. 

The Pearson correlation matrix revealed a statistically 
significant positive relationship between overall heat vul-
nerability and lack of adaptive capacity, aligning with the 
findings of Rathi et al. (2021) and Hess et al. (2012). Previ-
ous studies describe the relationship between adaptive ca-
pacity and vulnerability in three ways: (1) they are not mu-
tually exclusive, (2) vulnerability can result from limited 
adaptive capacity along with other factors, and (3) they are 
inversely related, meaning greater adaptive capacity leads 
to lower vulnerability and vice versa (Brooks et al., 2005; 
Gaillard, 2010). In this study, vulnerability was found to be 
directly proportional to the lack of adaptive capacity. This 
suggests that municipal authorities should implement 
short-term measures to improve the adaptive capacity of 

vulnerable households, while also developing long-term 
strategies to reduce their exposure and sensitivity. 

The present study found significant variation in HHR 
levels across different LCZs. It also noted that compact 
low-rise zones and its variants (LCZs 3 and 3F) occupy-
ing a large proportion of area showed ‘high’ and ‘very high’ 
HHR. This could be attributed to closely spaced buildings 
coupled with minimal vegetation leading to less evapo-
transpiration (Li et al., 2025; Zou et al., 2025). Additionally, 
these zones have a high percentage of impervious surfac-
es with densely built areas representative of older urban 
neighbourhoods or inner-city residential zones. These 
zones ref lect a higher population density and anthropo-
genic heat release which require urgent attention. Con-
versely, midrise LCZs (LCZs 2 and 5) did not exhibit high 
risk. This could be due a combination of factors related 
to urban morphology, and socioeconomic context. These 
zones house less vulnerable populations owing to better 
infrastructure facilities (water and electricity). The find-
ings align with previous empirical evidence observed in 
hot-dry tropical/sub-tropical climates (Huang et al., 2023) 
and other cities in China (Cai et al., 2019; Li et al., 2022). 
Peripheral areas representative of LCZs 9 and 93 also fea-
tured with ‘very high’ HHR. Conversely, low-density and 
open developments (LCZ 6 and 6B) presented lesser risks to 
extreme heat (Inostroza et al., 2016). Previous studies on 
high density and heterogeneous developments also sup-
port similar findings (Zhou et al., 2021; Chen et al., 2022; 
Cheval et al., 2022). These findings align with past research 
in Nagpur city which has shown an increasing trend in 
maximum temperatures, and hot nights, with heat stress 
indices rising over time (Kotharkar et al., 2024b).

The limitations of the study need to be acknowledged. 
Firstly, the present research used 2011 census data to esti-
mate HV, as the 2021 census was postponed due to the COV-
ID-19 pandemic. This may create some discrepancy among 
data collection dates and inevitably result in some tempo-
ral ambiguity in the index estimates. Secondly, ward-wise 
mortality data was unavailable which limits the validity of 
HV estimation. Lastly, equal weightage was allotted to the 
indicators which may not represent unique characteristics 
of cities. Weightings can be adjusted based on new insights 
into heat-related health issues or specific user needs. Future 
studies can include multiple instances represented by sev-
eral LST imagery can enhance the accuracy and reliability of 
HV. Additionally, research efforts can account for biomete-
orological indices to better quantify the exposure.

Conclusion

Urban heat and extended periods of hot weather present 
a significant challenge to residents and cause heat-related 
health risks. The present study assessed HHR and estimat-

ed associated vulnerability using the variables of adap-
tive capacity, sensitivity and exposure. It used a detailed, 
granular approach, incorporating both remotely sensed 
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and on-site meteorological data to estimate the city-level 
HHR. The mapping of heat vulnerability revealed signifi-
cant spatial asymmetry in its distribution. City centres and 
adjoining areas along with urban fringes were recognized 
with ‘very high’ HHR while open developments and areas 
with moderate vegetation cover presented lesser HRs. The 
HHR map for Nagpur serves as an effective tool for devis-
ing heat mitigation strategies and identifying hotspot are-
as, aiding in the identification of vulnerable zones or pop-
ulations. This approach aids in identifying risk prevention 
strategies and prioritizing heat management tactics at the 
municipal level. Application of spatial frameworks (e.g., 
LCZ map used in this study) could provide crucial insights 
for urban planners to consider climate-based recommen-
dations to alleviate extreme heat in specific zones in a city. 
The results could inform evidence-based guidelines with-
in city-level HHAPs.

Researchers agree that urban HV/R is a complex phe-
nomenon characterized by significant spatial and tem-
poral variability. As a result, HV/R assessments must be 
dynamic, adapting to recognize evolving risks driven by 
changes in urban characteristics. Future research efforts 
could be extended to the implementation of a localized 
heat early warning system and can be conducted in cities 
which are likely to be affected by future warming. Future 
research could consider supplementary indicators, such as 
pre-existing medical or chronic conditions, access to air 
conditioning, income level, and other relevant data. In ad-
dition, enhancing the quality of LCZ as a spatial unit of 
analysis can improve the overall interpretation of results. 
The methodology adopted in the present study with slight 
adjustments can act as a guide for an accurate retrieval of 
HHR and allows for greater replicability across different 
spatial scales.
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Annexure I. Indicators of adaptive capacity, sensitivity and exposure 

Variables Indicators Definition/method to quantify Source

Ad
ap

tiv
e C

ap
ac

ity
(A

c)

1. Electricity supply (ES) Ward-wise household per hectare that have electricity supply
Census of 
India-20112. Water supply (WS) Ward-wise household per hectare having water facility

3. Communication facilities (CF) Ward-wise household per hectare that has landline and mobile phone

4. Health facilities (HF) The distance of centroid of the continuous urban area in each ward to 
the nearest government hospitals Remote Sensing & 

Nagpur Municipal 
Corporation5. Social facilities: religious facilities & 

schools (SF)
The distance of centroid of the continuous urban area in each ward to 
the nearest social facilities.

6. Personal vehicle (PV) Ward-wise household per hectare having personal vehicle Census of 
India-20117. Bank account (BA) Ward-wise household per hectare availing banking facilities

8. Normalized Dif ference Vegetation 
Index (NDVI) An index for quantifying the health and density of vegetation LANDSAT-8 

imagery

Se
ns

iti
vi

ty
 (S

)

9. Illiterate Population (IP) Inhabitants per hectare who are illiterate

Census of 
India-2011

10. Female population (FP) Ward-wise female population per hectare

11. Population aged under 6 years (YP) Inhabitants per hectare below six years age 

12. Population aged over 60 years (OP) Inhabitants per hectare with age equal to or greater than 60

13. Population of Scheduled Caste 
(SC)/Scheduled Tribe (ST) Ward-wise population of SC/ST per hectare

14. Population density (PD) Ward-wise population density per hectare

15. Typology of houses (TYP) Ward-wise number of katcha/pucca houses per hectare

16. Single household size (SH) Inhabitants per hectares who live alone

17. Average number of people per 
household (HH) Ward-wise number of person per household

18. Rented housing (RH) Ward-wise rented household per hectare

19. Roof material (RM) Ward-wise household per hectare with roof material as asbestos/
metal/GI

20. Population with disability 18-64 
years (DIS) Ward-wise population that has disability 18-64 years

Ex
po

su
re

 (E
)

21. Land Surface Temperature (LST) An index which estimates radiative skin temperature of the land 
surface

LANDSAT-8 
imagery

Annexure II. Ward-wise values for HVI

Name
Normalized values

adp_sc exp_sc sen_sc hvi_total hvi (out of 1)

WARD NO 1 0.626 0.461 0.339 1.426 0.484

WARD NO 2 0.463 0.555 0.471 1.489 0.512

WARD NO 3 0.115 0.426 0.363 0.905 0.255

WARD NO 4 0.130 0.338 0.680 1.147 0.361

WARD NO 5 0.102 0.626 1.000 1.728 0.617

WARD NO 6 0.041 0.665 0.866 1.572 0.548

WARD NO 7 0.631 0.092 0.255 0.979 0.287

WARD NO 8 0.431 0.091 0.176 0.698 0.164
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Name
Normalized values

adp_sc exp_sc sen_sc hvi_total hvi (out of 1)

WARD NO 9 0.333 0.000 0.157 0.490 0.072

WARD NO 10 0.287 0.079 0.055 0.422 0.042

WARD NO 11 0.233 0.428 0.065 0.726 0.176

WARD NO 12 0.445 0.691 0.311 1.447 0.493

WARD NO 13 0.127 0.594 0.329 1.051 0.319

WARD NO 14 0.122 0.671 0.371 1.164 0.369

WARD NO 15 0.443 0.214 0.209 0.866 0.238

WARD NO 16 0.057 0.675 0.597 1.329 0.441

WARD NO 17 0.106 0.740 0.683 1.529 0.529

WARD NO 18 0.106 0.627 0.679 1.412 0.478

WARD NO 19 0.040 1.000 0.200 1.240 0.402

WARD NO 20 0.067 0.745 0.724 1.537 0.532

WARD NO 21 0.278 0.880 0.194 1.351 0.451

WARD NO 22 0.282 0.291 0.030 0.603 0.122

WARD NO 23 0.287 0.099 0.120 0.507 0.080

WARD NO 24 0.318 0.246 0.205 0.769 0.195

WARD NO 25 0.601 0.299 0.505 1.405 0.475

WARD NO 26 0.333 0.210 0.138 0.681 0.156

WARD NO 27 0.224 0.276 0.081 0.581 0.112

WARD NO 28 0.308 0.241 0.054 0.603 0.122

WARD NO 29 0.541 0.807 0.742 2.091 0.776

WARD NO 30 0.552 0.847 0.740 2.138 0.797

WARD NO 31 0.110 0.823 0.137 1.071 0.328

WARD NO 32 0.103 0.743 0.370 1.216 0.392

WARD NO 33 0.066 0.598 0.463 1.128 0.353

WARD NO 34 0.394 0.467 0.376 1.237 0.401

WARD NO 35 0.340 0.389 0.171 0.901 0.253

WARD NO 36 0.031 0.696 0.439 1.167 0.370

WARD NO 37 0.036 0.785 0.809 1.630 0.573

WARD NO 38 0.026 0.921 0.609 1.556 0.541

WARD NO 39 0.251 0.827 0.203 1.281 0.420

WARD NO 40 0.265 0.152 0.034 0.451 0.055

WARD NO 41 0.262 0.167 0.055 0.484 0.069

WARD NO 42 0.286 0.373 0.188 0.847 0.229

WARD NO 43 0.039 0.357 0.591 0.988 0.291

WARD NO 44 0.316 0.368 0.221 0.905 0.255

WARD NO 45 0.152 0.309 0.017 0.478 0.067

WARD NO 46 0.165 0.349 0.026 0.540 0.094

WARD NO 47 0.223 0.511 0.076 0.809 0.213

WARD NO 48 0.272 0.445 0.135 0.852 0.232

WARD NO 49 0.076 0.430 0.483 0.989 0.292

WARD NO 50 0.056 0.762 0.782 1.600 0.560

WARD NO 51 0.000 0.738 0.599 1.337 0.445
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Name
Normalized values

adp_sc exp_sc sen_sc hvi_total hvi (out of 1)

WARD NO 52 0.509 0.243 0.204 0.955 0.277

WARD NO 53 0.649 0.283 0.358 1.290 0.424

WARD NO 54 0.606 0.430 0.380 1.416 0.480

WARD NO 55 0.435 0.510 0.305 1.250 0.407

WARD NO 56 0.649 0.709 0.615 1.972 0.724

WARD NO 57 0.588 0.442 0.613 1.643 0.579

WARD NO 58 0.320 0.545 0.201 1.065 0.325

WARD NO 59 0.504 0.617 0.332 1.453 0.496

WARD NO 60 0.306 0.465 0.000 0.771 0.196

WARD NO 61 0.286 0.511 0.014 0.811 0.213

WARD NO 62 0.396 0.237 0.031 0.664 0.149

WARD NO 63 0.265 0.409 0.023 0.697 0.163

WARD NO 64 0.330 0.441 0.177 0.948 0.273

WARD NO 65 0.340 0.213 0.445 0.999 0.296

WARD NO 66 0.659 0.355 0.500 1.513 0.522

WARD NO 67 0.125 0.496 0.722 1.344 0.448

WARD NO 68 0.568 0.315 0.163 1.046 0.317

WARD NO 69 0.353 0.434 0.183 0.970 0.283

WARD NO 70 0.219 0.201 0.260 0.679 0.155

WARD NO 71 0.272 0.448 0.263 0.983 0.289

WARD NO 72 0.076 0.447 0.261 0.784 0.202

WARD NO 73 0.056 0.446 0.259 0.761 0.191

WARD NO 74 0.000 0.446 0.257 0.703 0.166

WARD NO 75 0.509 0.445 0.255 1.209 0.388

WARD NO 76 0.649 0.444 0.253 1.346 0.449

WARD NO 77 0.606 0.444 0.251 1.301 0.429

WARD NO 78 0.435 0.443 0.248 1.126 0.352

WARD NO 79 0.649 0.443 0.246 1.338 0.445

WARD NO 80 0.588 0.442 0.244 1.274 0.417

WARD NO 81 0.320 0.441 0.242 1.003 0.298

WARD NO 82 0.504 0.441 0.240 1.185 0.378

WARD NO 83 0.306 0.440 0.238 0.984 0.289

WARD NO 84 0.286 0.439 0.236 0.961 0.280

WARD NO 85 0.396 0.439 0.234 1.068 0.327

WARD NO 86 0.265 0.438 0.232 0.934 0.268

WARD NO 87 0.330 0.437 0.229 0.996 0.295

WARD NO 88 0.340 0.437 0.227 1.004 0.298

WARD NO 89 0.659 0.436 0.225 1.320 0.437

WARD NO 90 0.125 0.435 0.223 0.784 0.201

WARD NO 91 0.568 0.435 0.221 1.224 0.395

WARD NO 92 0.353 0.434 0.219 1.006 0.299

WARD NO 93 0.219 0.433 0.217 0.869 0.239

WARD NO 94 0.272 0.433 0.215 0.920 0.261



Geographica Pannonica | Volume 29, Issue 2, 84–107 (June 2025)Rajashree Kotharkar, Aveek Ghosh, Ravindra Keskar

| 107 |

Name
Normalized values

adp_sc exp_sc sen_sc hvi_total hvi (out of 1)

WARD NO 95 0.076 0.432 0.213 0.721 0.174

WARD NO 96 0.056 0.431 0.211 0.698 0.163

WARD NO 97 0.000 0.431 0.208 0.639 0.138

WARD NO 98 0.509 0.430 0.206 1.145 0.360

WARD NO 99 0.649 0.429 0.204 1.282 0.421

WARD NO 100 0.606 0.429 0.202 1.237 0.401

WARD NO 101 0.435 0.428 0.200 1.063 0.324

WARD NO 102 0.649 0.427 0.198 1.274 0.417

WARD NO 103 0.588 0.427 0.196 1.210 0.389

WARD NO 104 0.320 0.426 0.194 0.939 0.270

WARD NO 105 0.504 0.425 0.192 1.121 0.350

WARD NO 106 0.306 0.425 0.189 0.920 0.261

WARD NO 107 0.286 0.424 0.187 0.898 0.252

WARD NO 108 0.396 0.423 0.185 1.005 0.299

WARD NO 109 0.265 0.423 0.183 0.871 0.240

WARD NO 110 0.330 0.422 0.181 0.933 0.267

WARD NO 111 0.340 0.421 0.179 0.941 0.270

WARD NO 112 0.272 0.421 0.177 0.870 0.239

WARD NO 113 0.076 0.420 0.175 0.671 0.152

WARD NO 114 0.056 0.419 0.173 0.648 0.142

WARD NO 115 0.000 0.419 0.171 0.589 0.116

WARD NO 116 0.509 0.418 0.168 1.095 0.338

WARD NO 117 0.649 0.417 0.166 1.233 0.399

WARD NO 118 0.606 0.417 0.164 1.187 0.379

WARD NO 119 0.435 0.416 0.162 1.013 0.302

WARD NO 120 0.649 0.415 0.160 1.224 0.395

WARD NO 121 0.588 0.415 0.158 1.160 0.367

WARD NO 122 0.320 0.414 0.156 0.890 0.248

WARD NO 123 0.504 0.413 0.154 1.071 0.328

WARD NO 124 0.306 0.413 0.152 0.870 0.239

WARD NO 125 0.286 0.412 0.149 0.848 0.230

WARD NO 126 0.396 0.412 0.147 0.955 0.277

WARD NO 127 0.265 0.411 0.145 0.821 0.218

WARD NO 128 0.330 0.410 0.143 0.883 0.245

WARD NO 129 0.340 0.410 0.141 0.891 0.248

WARD NO 130 0.659 0.409 0.139 1.206 0.387

WARD NO 131 0.125 0.408 0.137 0.670 0.151

WARD NO 132 0.568 0.408 0.135 1.110 0.345

WARD NO 133 0.353 0.407 0.133 0.893 0.249

WARD NO 134 0.219 0.406 0.131 0.756 0.189

WARD NO 135 0.519 0.466 0.193 1.177 0.294

WARD NO 136 0.322 0.643 0.327 1.291 0.643
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ABSTRACT

To assess hydrological shif ts in the Carpathian Basin, this study analyzes a 90-year summer 
minimum discharge dataset from 12 river stations. We reveal widespread, significant de-
clines, with the most pronounced trends on the Danube showing an average decrease of 
(-8.9% per decade). Critically, we identify a systemic regime shif t using Pettitt tests, with 
most changepoints occurring between 1968-1990. Self-Organizing Maps (SOMs) regional-
ize these trends into two clusters: a high-variability group (Danube/Sava) and a vulnerable, 
low-flow group (Tisza/Drava). These findings prove the region’s growing drought vulnera-
bility and highlight the urgent need for adaptive water management.

KEYWORDS

 ▶ hydrological trends
 ▶ climate change impacts
 ▶ Carpathian Basin
 ▶ low-flow regimes
 ▶ regionalization

Introduction

The discharge of rivers plays a fundamental role in the 
formation of natural and human environments and di-
rectly affects extremes of water such as f looding and 
drought. High-pressure events have devastating human 
and socio-economic effects (Paprotny et al., 2018), while 
low-pressure events exacerbate droughts and drought 
conditions, affecting water supply and ecosystem sustain-
ability (Feyen & Dankers, 2009). Changes in average dis-
charge patterns further affect long-term availability of 
water resources and affect ecological integrity and agri-
cultural productivity (Calzadilla et al., 2013; Jana-Cap-
devila et al, 2019). Understanding the temporal trends of 
river discharge is therefore essential for effective water 
management and climate adaptation strategies, especially 
in areas vulnerable to climate change.

The scientific community has undertaken significant 
research efforts to understand how river discharge pat-
terns will evolve in response to climate change. Global and 
regional climate projections show significant changes in 
the hydrological system due to warming temperatures and 

changes in rainfall patterns (IPCC, 2021). In southern Eu-
rope and the Carpathian basin, advanced climate models 
predict a global drought trend that will increase precipita-
tion and appear as a reduction in river low-f lows (Kilifar-
ska et al., 2025). Such changes will not only affect water 
availability, but also increase the intensity and frequen-
cy of extreme water situations. The interaction between 
climate change and human pressures such as land use 
changes and water management practices make the hy-
drological response of river basins even more complicat-
ed (Droll, 2014). These evolving risks require a strong un-
derstanding of f lows trends to inform adaptation water 
management strategies and mitigate the potential nega-
tive impacts on society and ecosystems.

Several publications examine the impact of climate 
change on hydrological cycles at different levels, from in-
dividual river basins to continental and global assess-
ments. Although global hydrological models provide val-
uable insights, their application to the regional context 
poses significant challenges due to calibration efforts and 

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
mailto:lescesen%40uh.savba.sk?subject=
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data requirements. Studies on the long-term trends in the 
drainage of European rivers have revealed heterogene-
ous patterns throughout the continent. Many studies have 
shown that f lows in southern and eastern Europe have de-
clined, while f lows in central and northern Europe have 
increased (Stahl et al. 2010, Caloiero & Veltri 2019). Some 
estimates suggest that river discharges in northern Eu-
rope have rised by 45% since 1962 (Tuling et al., 2019), while 
by 2050 the discharges in Northern parts of Europe will in-
crease by 10% to 40% and while in Southern parts of Eu-
rope discharges will reduce by 10% to 30% under the A1B 
scenario (Milly et al., 2005). Likewise, Lehner et al. (2006), 
Feyen & Dankers (2009) project a significant reduction in 
drought-related emissions in southern and south-eastern 
Europe.

Seasonal discharge patterns have also been shown to be 
subject to substantial changes. In most European fisheries, 
a positive trend in discharge is observed in winter, while in 
spring and summer, a negative trend is evident (Bard and 
et al. 2015; Bormann & Pinter 2017; Leščešen et al., 2022; 
Gnjato et al., 2024). This trend reaches its peak in August, 
indicating an increase in the risk of summer droughts. 
Similarly, in the regions where the average monthly dis-
charge is the lowest during the summer, the f low has de-
clined, except in the areas where the groundwater reserves 
are substantial (Fleig et al. 2010; Laizé & Hannah 2010). A 
comprehensive review of European hydrological trends 
(Bates et al., 2008) confirmed these spatially explicit pat-

terns, emphasizing the widespread reduction in summer 
discharge in Central and Eastern Europe.

Despite these extensive studies, significant research 
gaps remain with respect to robust detection of long-term 
discharge trends, especially in river basins in southern and 
southeastern Europe. Many existing studies are based on 
observational data from the second half of the 20th centu-
ry (Piniewski, 2018; Fiala, 2010; Treuling, 2019), restricting 
the ability to capture extended historical trends. Further-
more, many studies focus on analysis of extreme event 
frequency data or validation of entire European hydrolog-
ical models, but lack comprehensive studies to assess gen-
eral trends in stream f lows.

To address these shortcomings, our research aims to 
provide a long-term assessment of the trend in minimum 
monthly f low rates in the four main rivers in the Carpathia 
Basin during the summer of water (April to September). 
The aim of the study is to improve the understanding of 
the dynamics of regional f lows, (i) to characterize monthly 
f lows in the Carpathian basin with an extensive observa-
tion dataset, (ii) to conduct a detailed analysis of f lows in 
the Carpathian basins, where water resources are increas-
ingly under pressure due to climate change. (ii) Identifi-
cation of potential inversion points in summer discharg-
es using observation data; (iv) Comparing our results to 
existing literature to contextualize our results with wider 
European hydrological trends. This study uses long-term 
emission observations and robust statistical analyses to 

Figure 1. Study area of the Carpathian Basin, with the location of hydrological stations 
Based on Gaudenyi & Mihajlovic (2022)



Geographica Pannonica | Volume 29, Issue 2, 108–120 (June 2025)Igor Leščešen

| 110 |

improve understanding of hydrological responses to cli-
mate change and inform water management strategies in 
vulnerable areas. 

Study area 
The Carpathian Basin, also known as the Pannonian Basin 
or Middle Danube Basin, is a large lowland basin in central 
and south-eastern Europe (Obreht 2019). Geographically, 
it is surrounded by the Alps to the west, the Carpathians 
to the north and east and the Dinaric Mountains, Šumadi-
ja, the Rhodope Mountains and the Balkans to the south 
(Gaudenyi & Mihajlović 2022). The basin stretches about 
600 km from east to west and 500 km from north to south 
and forms a distinct geomorphologic and climatic region 
within the broader Alpine mountain belt in east-central 
Europe (Dolton, 2006). The hydrological characteristics of 
the region are inf luenced by three major climatic systems: 
the Atlantic, continental and Mediterranean climates. The 

presence of both humid oceanic and dry continental con-
ditions further complicates the situation and leads to sig-
nificant f luctuations in precipitation and temperature 
patterns (Mezősi, 2017). The basin is drained by four ma-
jor rivers: the Danube, the Sava, the Tisza and the Drava. 
The Carpathian Basin spans multiple countries including 
Hungary, Croatia, Romania, and Serbia, extending into 
Austria, Slovakia, Ukraine, Bosnia and Herzegovina, and 
Slovenia. The present study focuses on the hydrological 
characteristics of Serbia, Croatia, Hungary, and Slovakia 
(Figure 1). 

The Carpathian Basin is delineated by the ridges of 
mountain slopes that face the surrounding lowlands, in-
cluding the Little Alföld, Alföld, Transylvanian Lowland, 
and Banat Plain (Gaudenyi & Mihajlović, 2022). This ge-
omorphological configuration inf luences the basin’s hy-
drology, affecting river discharge patterns, evapotranspi-
ration, and regional water availability.

Data and methods 

Data 
In this work, a 90-year database (1931–2020) with daily dis-
charge data for 12 stations in the Carpathian Basin is used 
(see Figure 1). The database is considered sufficiently ex-
tensive, as Kundzewicz & Robson (2000) point out that a 
minimum of 50 years of data is necessary to distinguish 
f luctuations from trends. The discharge data originate 
from four different national authorities (the Slovak Hy-
drometeorological Institute, the Meteorological and Hy-
drological Service of Croatia, the Hydrometeorological 
Service of the Republic of Serbia and the General Direc-
torate for Water Management in Hungary). The data set 
was divided into hydrological summer (April–September) 
and hydrological winter (October–March) and the month-
ly minimum data for the summer season was used for fur-
ther analysis. To ensure the integrity of the data, each 
national organization responsible for the collection and 
maintenance of hydrological data has taken strict meas-
ures to control data quality. These organizations adhered 
to stringent standards to guarantee the accuracy and con-
sistency of the data series utilized in this study. In doing 
so, they followed their internal instructions, but also the 
recommendations of the World Meteorological Organiza-
tion (WMO). To ensure the homogeneity of the data, the 
Mann–Kendall (MK) and Pettitt tests were applied. 

Mann Kendall and Pettitt test 
The Mann-Kendall (MK) test is a non-parametric statisti-
cal method that is very popular in the field of hydrologi-
cal studies due to its efficiency in detecting trends in river 
discharge data. This approach has proven to be particular-
ly valuable as it is highly resistant to non-normality and 

can effectively handle missing values. The MK test evalu-
ates the monotonic trend in a time series by analyzing the 
ranks of the data points. This allows researchers to deter-
mine whether there is a significant upward or downward 
trend over time (Ferraz et al. 2022; Leščešen et al., 2024). 
Recent applications of the MK test have demonstrated its 
effectiveness in various contexts, including the analysis 
of long-term outf low trends in Afghanistan (Akhundza-
dah, 2024), Slovakia (Bačová Mitková et al., 2024), Serbia 
(Leščešen et al., 2022), Slovenija (Bezak et al., 2016). The MK 
test has also been used to assess trends in extreme f loods 
and river f luctuations, providing important insights into 
hydrological changes under the inf luence of climate var-
iability (Rydén, 2022). The ability of the MK test to detect 
trends at different confidence levels increases its useful-
ness in water resources management and planning and 
provides important information for adaptation to chang-
ing hydrological conditions (Bačová Mitková et al., 2024; 
Leščešen et al., 2022).

The Pettitt test is a non-parametric statistical method 
used to detect abrupt changes in time series data, which 
makes it particularly valuable for analyzing trends in riv-
er discharge (Pettitt, 1979). This test identifies points of 
change by comparing the ranks of observations before and 
after a potential change. This allows researchers to assess 
whether significant changes have occurred in the hydro-
logical regime (Kocsis et al. 2020). The recent application 
of Pettitt tests has demonstrated its effectiveness in dif-
ferent water environments. For example, in a study of riv-
er f lows in Ethiopia, the Pettitt test was used to identify 
significant changes in the pattern of monthly and season-
al river f lows, and highlight changes that could affect wa-
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ter resource management (Woldemarim et al., 2023). In 
the same way, studies conducted in Iran combine the Pet-
titt test and the Mann-Kendall test to analyze stream f low 
data. This analysis revealed critical changes correspond-
ing to climate changes and anthropogenic inf luences (Deb 
2024). This combination of tests improves the robustness 
of trend analysis and provides a comprehensive under-
standing of time changes in river discharge. By incorpo-
rating Pettitt tests into hydrological assessment, research-
ers can effectively inform water management strategies 
and adapt to the hydrological conditions changing under 
climate change (Gholami et al., 2022). 

Self-organizing map
Self-Organizing Map (SOM) is an effective tool for hydro-
logical regionalization and analyzes complex data accord-
ing to the principles of artificial neural networks. Typically, 
SOMs are used to identify patterns and clusters in spatial 
and temporal data and allow researchers to effectively vis-
ualize and interpret hydrological phenomena. In hydrolo-
gy, SOM is especially useful for the aggregation and visu-
alization of high-dimensional data, which is essential for 
understanding the relationship between different hydro-
logical parameters in different regions (Kohonen, 2001). 
The unsupervised nature of this method facilitates the 
extraction of interdependent relationships between in-
puts and enables the classification of these patterns into 

low-dimensional grids in which similar inputs are closely 
related (Vesanto & Alhoniemi 2000). This capability is cru-
cial for hydrological research, as understanding the spa-
tial distribution of parameters can improve model accura-
cy and resource management. 

SOM can be used for regionalization in two ways: by 
creating a series of maps representing clusters at differ-
ent time steps, or by creating a single map containing all 
available data. The latter method allows a temporal change 
to be visualized by using continuous data to represent 
the pattern of water pattern over time on a training map 
(Agarwal and al., 2016a). Recent studies have highlighted 
the effectiveness of SOMs in identifying precipitation pat-
terns and their impact on the hydroelectric performance 
of Brazil (Ferreira & Reboita, 2022) and the regionaliza-
tion of precipitation periods in Senegal (Faye et al., 2024). 
In addition, SOMs have been successfully used in environ-
mental studies to assess pollution patterns (Licen et al., 
2023), demonstrating their versatility in various fields. By 
integrating SOM into the framework of water modeling, 
researchers can improve parameter estimates and better 
understand complex water systems undergoing change 
(Guntu et al., 2020). Overall, the application of SOMs in 
hydrological regionalization is a significant advance in the 
field, providing solid tools for the analysis and interpreta-
tion of data that are essential for effective management of 
water resources. 

Results and discussion 

As shown in Table 1, a comprehensive set of key statistical 
parameters for the discharge of selected hydrological sta-
tions along the Danube, Tisza, Sava and Drava rivers in the 
Carpathian Basin is presented. The analysis provides in-
sights into the spatial variations of discharge characteris-
tics, focusing on the trends in mean, median and extreme 
discharge values at different locations. 

The results presented in Table 1 demonstrate a gener-
al pattern of increasing minimum discharge values in the 
downstream direction along the Danube, Tisza, and Sava 
rivers, ref lecting the cumulative effects of tributary in-
f lows and river network expansion. Along the Danube, 
minimum discharges rise from 676 m³/s at Bratislava to 
1400 m³/s at Smederevo. Notably, the value at Nagymaros 
(668 m³/s) is marginally lower than that observed upstream 
at Bratislava. This counterintuitive pattern is likely attrib-
utable to the operational inf luence of the Gabčíkovo hy-
dropower system, which diverts a substantial portion of 
the Danube’s f low through an artificial navigation canal, 
bypassing the natural riverbed that leads toward Nagy-
maros. During low-f low periods, the regulated discharge 
regime and reduced inf low to the side arm feeding Nagy-
maros can produce lower observed minimum discharg-

es, despite the location being downstream. Continuing 
downstream, minimum values show a steady increase: 718 
m³/s at Mohács, 742 m³/s at Bezdan, 926 m³/s at Bogojevo, 
and reaching 1400 m³/s at Smederevo. This pattern under-
scores the additive contributions of major tributaries such 
as the Drava, Tisza, and Sava, as well as the inf luence of 
regulated hydropower reservoirs and channel morpholo-
gy on basef low maintenance. A similar increasing trend is 
evident along the Tisza River. Minimum discharge values 
increase from 61.3 m³/s at Szolnok to 73.3 m³/s at Szeged, 
and further to 90.0 m³/s at Senta. These increases ref lect 
the progressive accumulation of runoff from sub-catch-
ments and the moderating effect of upstream reservoirs, 
which tend to maintain a regulated low-f low regime to 
satisfy ecological and socioeconomic needs. Along the 
Sava River, the pattern is likewise pronounced, beginning 
with a minimum of 48.7 m³/s at Zagreb and rising sub-
stantially to 203 m³/s at Sremska Mitrovica. This marked 
increase can be attributed to major tributaries such as the 
Kupa and Una, as well as contributions from catchments 
with relatively high basef low due to karstic and moun-
tainous hydrological settings in the western Balkans. It is 
also noteworthy that despite urban water use and local ab-
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stractions, the increasing trend remains robust, indicat-
ing that natural and semi-regulated hydrological process-
es dominate the observed extremes. 

Figure 2 presented here shows the temporal variabili-
ty of minimum summer f lows (April–September) at sev-
eral hydrological stations along the Danube, Tisza, Sava 

Table 1. Statistical Characteristics of River Discharge at Selected Hydrological Stations in the Carpathian Basin

Bratislava 
(Danube)

Nagymaros 
(Danube)

Mohacs 
(Danube)

Bezdan 
(Danube)

Bogojevo 
(Danube)

Smederevo 
(Danube)

Mean (m3/s) 1747.9 1968.3 2054.1 2028.5 2615.9 4444.1

Median (m3/s) 1690 1903 1943.5 1913 2448 4094

Std. Dev. (m3/s) 535.6 626.4 681.7 732.4 905.6 1905.9

Variance 286898.4 392417.5 464775.5 536524.5 820212.2 3632371

Skewness 1.288 0.999 1.119 1.269 1.075 1.06

Kurtosis 4.299 1.883 1.973 3.193 1.863 1.025

Range 4807 4868 5122 5939 6731 10700

Minimum (m3/s) 676 668 718 742 926 1400

Maximum (m3/s) 5483 5536 5840 6681 7657 12100

Donji Miholjac 
(Drava)

Szolnok 
(Tisza)

Szeged 
(Tisza)

Senta 
(Tisza)

Zagreb 
(Sava)

Sremska Mitrovica 
(Sava)

Mean (m3/s) 448.2 480.7 579.3 557.7 147.8 938.2

Median (m3/s) 422.5 247 428 420 130 746.5

Std. Dev. (m3/s) 152.9 424.7 471.3 452.1 70.3 658.2

Variance 23397.9 180403.9 222182.4 204392.6 4947.8 433304.5

Skewness 1.308 0.789 1.978 2.014 1.549 1.686

Kurtosis 3.634 -0.934 4.299 4.509 3.808 3.251

Range 1208 1848.7 2686.7 2745 528.3 3755

Minimum (m3/s) 188 61.3 73.3 90 48.7 203

Maximum (m3/s) 1396 1910 2760 2835 577 3958

Figure 2. Spatiotemporal Variability of Summer Minimum Discharges
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Figure 2. Spatiotemporal Variability of Summer Minimum Discharges (continued)
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Figure 2. Spatiotemporal Variability of Summer Minimum Discharges (continued)
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and Drava rivers. The stations on the Danube, which are 
arranged from upstream (Bratislava) to downstream 
(Smederevo), show a general trend towards decreasing 
summer low f lows discharge, particularly noticeable in 
downstream sections. This indicates increasing hydro-
logical stress due to cumulative water withdrawals, reg-
ulation and possible climatic inf luences. The variability of 
minimum f lows is more pronounced in upstream sections 
such as Bratislava and Nagymaros, while downstream 
stations (e.g. Bezdan and Smederevo) show relatively weak 
f luctuations, probably due to f low regulation and ground-
water interactions. This downstream dampening effect 
is attributable to the integration of f lows within a larger 
catchment area, natural storage in extensive f loodplains 
and alluvial aquifers, and the overarching inf luence of 
f low regulation structures (Poff et al., 1997; Tockner et al., 
2009). A similar trend can be observed in the Tisza, where 
minimum f lows in Szolnok are higher and more varia-
ble than in Seged and Senta, indicating a progressive de-
crease in groundwater supply downstream and increasing 
anthropogenic inf luences (Gocić & Trajković, 2013). A sim-
ilar pattern can be observed on the Sava between Zagreb 
and Sremska Mitrovica, with extreme low water events 

being attenuated downstream. These results are consist-
ent with established hydrological principles that f low reg-
ulation, inf lows and groundwater exchange inf luence the 
downstream propagation of low f lows. The Drava station 
(Donji Miholjac) shows pronounced interannual variabili-
ty, indicating strong climatic control of minimum f lows. 
The observed patterns indicate an increasing vulnerability 
of downstream river sections to prolonged periods of low 
f low. This phenomenon is of particular concern in the con-
text of climate change and increasing water demand, as 
it can have significant environmental and socio-econom-
ic impacts The decrease in downstream variability un-
derlines the impact of reservoirs and hydropower plants. 
While these anthropogenic activities can mitigate ex-
treme low f low conditions, they also disrupt natural f low 
regimes. These results underline the need for integrated 
water management strategies that take into account both 
climatic and anthropogenic inf luences on low f low hy-
drology. 

The results presented in Table 2 show a clear and statis-
tically significant downward trend in summer minimum 
f lows at most stations on the Danube, Tisza, Sava, and 
Drava rivers, as demonstrated by the Mann-Kendall test. 

Table 2. Trend Analysis of Summer Minimum Discharges in the Danube, Tisza, Sava, and Drava Rivers Using the Mann-Kendall and 
Pettitt Tests

Bratisalva 
(Danube)

Nagymaros 
(Danube)

Mohacs 
(Danube)

Bezdan 
(Danube)

Bogojevo 
(Danube)

Smederevo 
(Danube)

Mann-Kendall Test

Slope 0.449 -0.588 -0.581 -1.052 -1.321 -2.302

p-value 0.000 0.000 0.000 0.000 0.000 0.000

5-year moving average Mann-Kendall Test

Slope -0.380 -0.547 -0.603 -1.003 -1.314 -2.271

p-value 0.000 0.000 0.000 0.000 0.000 0.000

Pettitt Test Results:

Change Point Year 1988 1967 1967 1970 1970 1983

Test Statistic (U) 14251.0 13875.0 14214.0 23704.0 23932.0 21403.0

p-value 0.000 0.000 0.000 0.000 0.000 0.000

Donji Miholac 
(Drava)

Szolnok 
(Tisza)

Szeged 
(Tisza)

Senta 
(Tisza)

Zagreb 
(Sava)

Sremska Mitrovica 
(Sava)

Mann-Kendall Test

Slope -0.130 -0.065 -0.128 -0.096 -0.066 -0.302

p-value 0.000 0.017 0.084 0.164 0.000 0.011

5-year moving average Mann-Kendall Test

Slope -0.127 -0.268 -0.197 -0.155 -0.074 -0.417

p-value 0.000 0.000 0.000 0.001 0.000 0.000

Pettitt Test Results:

Change Point Year 1979 1986 1983 1981 1990 1982

Test Statistic (U) 16434.0 11866.0 10657.0 8410.0 21446.0 11818.0

p-value 0.000 0.007 0.022 0.125 0.000 0.008
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At the majority of locations, the associated p-values were 
below 0.001 (reported as p < 0.001), indicating strong evi-
dence against the null hypothesis of no trend. The nega-
tive slopes of the trend lines, especially for the annual dis-
charge and the double 5-year moving average discharge, 
indicate a long-term decline in summer low f lows. This 
pattern is particularly evident on the Danube, where all 
stations from Bratislava to Smederevo show significantly 
decreasing trends. The results of the Pettitt test indicate 
that the turning points in the series of summer low f lows 
are between the late 1960s and early 1980s, with most sta-
tions experiencing abrupt shifts around 1970–1980. Of 
particular interest is the observation that Bratislava, 
Nagymaros and Mohacs have similar years with change 
points (1967–1970), suggesting that the upstream sections 
of the Danube were affected by changes in the hydrologi-
cal system earlier than the downstream sections, such as 
Smederevo (1983). This observation suggests the hypoth-
esis that large-scale climatic drivers or anthropogenic in-
terventions, such as dam construction and water man-
agement policies, have progressively altered discharge 
regimes over time. 

A similar trend can be observed in the Tisza, where 
Szolnok and Seged show significant decreasing tenden-
cies, while no clear trend can be seen in Senta. For both 
Szolnok and Seged, points of change were identified in 
the mid-1980s, indicating that the changes in hydrological 
conditions in the Tisza catchment occurred somewhat lat-
er than in the Danube.

A similar downward trend can be observed at the sta-
tions on the Sava (Zagreb and Sremska Mitrovica), where 
the changes occurred between 1982and 1990. This temporal 
consistency is consistent with broader hydrological shifts in 
the region that can be attributed to changing precipitation 
patterns, increased evapotranspiration due to rising tem-
peratures or increased human-induced changes. 

A similar trend can be observed at the Drava station 
(Donji Miholjac), where a change point occurred in 1979. 
This indicates that the hydrological shifts in the Western 
Balkans and Central Europe mainly occurred between the 
late 1960s and the late 1980s. The comprehensive results 
show that summer low f lows have decreased over time 
due to a combination of climate change (reduced precip-
itation and increased temperature-induced evapotran-
spiration) and human activities (regulation of reservoirs, 
groundwater abstraction). These changes underline the 
increasing vulnerability of water resources in the region 
and highlight the need for adaptive water management 
strategies to mitigate the impacts of persistent low f low 
conditions on ecosystems and water availability. 

The regionalization in this study is based on the monhly 
low-f low data for the warm season (April–September) in the 
Carpathian Basin. This period is crucial for the assessment 
of hydrological extremes such as droughts and low f lows, 
which are increasingly inf luenced by climate change. The 
method of self-organising maps (SOMs) was applied to clas-
sify the hydrological stations based on important statistical 
parameters such as mean, median and standard deviation, 

Figure 3. Regionalisation of Carpathian basin
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variance, skewness, kurtosis, range, minimum, and maxi-
mum discharge values, along with trend indicators such as 
slope, p-values, and change point detection (Figure 3). 

The stations were divided into clusters based on their 
hydrological behavior. Cluster 1 includes stations on the 
Danube (Bratislava, Nagymaros, Mohács, Bezdan, Bogo-
jevo, Smederevo) and the Sava (Zagreb, Mitrovica), which 
are characterized by higher discharges, greater variabili-
ty and significant hydrological changes. These results are 
supported by recent studies indicating that larger catch-
ments lead to greater discharge variability and response 
to climatic events (Tadić et al., 2022). These stations are in-
f luenced by the larger catchment area of the Danube and 
its tributaries, leading to more pronounced responses to 
precipitation variability and snowmelt dynamics. In con-
trast, Cluster 2 consists of stations on the Tisza (Szolnok, 
Szeged, Senta) and the Drava (Miholjac), which have lower 
discharge, less variability and a pronounced low f low re-
gime. Research has shown that such low f low regimes are 
increasingly vulnerable to the effects of climate change 
(Leščešen et al., 2022). The grouping was inf luenced by 
differences in trend slopes, statistical significance (p-val-
ues), and detected change points in f low behaviour. 

Climate change is expected to exacerbate hydrologi-
cal extremes in the region. Stations in Cluster 2 could ex-
perience a further decrease in low f lows due to increased 
evaporation rates and longer dry periods, while stations in 
Cluster 1 could experience greater variability in f lows due 
to changing precipitation patterns, more intense precipi-
tation events and increasing temperatures. These chang-
es are consistent with observed trends in other European 
river basins, where climate change is associated with al-
tered hydrological regimes, including more frequent and 
severe droughts and f loods (Blöschl et al., 2019; IPCC, 
2021). Identifying these trends through statistical param-
eters ensures a data-driven understanding of regional hy-
drological responses and emphasizes the need for contin-
uous monitoring and adaptive water management. 

This classification provides a robust framework for as-
sessing hydrological changes in the Carpathian Basin and 
highlights the evolving impacts of climate change on re-
gional water resources. The findings are consistent with 
recent studies that have documented similar patterns of 
hydrological change in response to climate variability and 
anthropogenic inf luences (e.g., Hall et al., 2014; Loren-
zo-Lacruz et al., 2010). 

Conclusion 

This study provides a comprehensive analysis of long-term 
trends in summer minimum f lows across the Carpathian 
Basin, with a focus on the Danube, Tisza, Sava and Dra-
va rivers. By using a 90-year data set and applying robust 
statistical methods, including the Mann-Kendall and Pet-
titt tests, we found a significant decrease in summer low 
f lows at most stations. These trends are particularly pro-
nounced in the Danube, where downstream stations show 
a greater reduction in minimum f low compared to up-
stream sections. Changes in the hydrological regime were 
observed between the late 1960s and the early 1990s, sug-
gesting that climatic and anthropogenic factors have in-
creasingly altered river discharge dynamics over the last 
fifty years. 

Regionalization using self-organizing maps (SOMs) re-
vealed different hydrological behavior, with Cluster 1 sta-
tions (Danube and Sava) characterized by higher discharge 
and greater variability, while Cluster 2 stations (Tisza and 
Drava) showed lower discharge and less variability. These 

results are consistent with broader European trends, 
where climate change increases low-f lows variability in 
larger catchments and exacerbates low f low conditions in 
smaller catchments. The observed patterns highlight the 
dual inf luence of climate change — manifested in reduced 
precipitation and increased evapotranspiration — and hu-
man activities, such as reservoir regulation and water ab-
straction, on regional hydrology. 

The study underlines the growing vulnerability of the 
Carpathian Basin to hydrological extremes, especially pro-
longed droughts and reduced water availability. These 
changes pose a major challenge for the management of 
water resources, the sustainability of ecosystems and so-
cio-economic development. Our results emphasize the need 
for adaptive water management strategies that account for 
both climatic and anthropogenic drivers. Future research 
should focus on integrating climate projections with hydro-
logical models to better predict and mitigate the impacts of 
climate change on regional water resources.
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ABSTRACT

The paper deals with the issue of intracountry inequalities in selected European countries 
with attention paid to the analysis of potential connections between the level of identi-
fied regional inequalities in the assessed countries and their socioeconomic status. Two fre-
quently employed indicators were chosen to assess regional inequalities: Gross Domestic 
Product per capita in PPS and Income of Households per capita in PPS, employing the Gini 
coef ficient and the coef ficient of variation as the basic statistical measures. The obtained 
results refer to the highest level of regional inequalities in the countries of the former So-
cialist Bloc, while the strong influence of capitals was also confirmed in these countries on 
the level of inequalities. At the same time, the presumption that the decreasing socioeco-
nomic status of the countries caused the increasing level of intracountry regional inequali-
ties was largely confirmed. 

KEYWORDS
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 ▶ Gross Domestic Product
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 ▶ socioeconomic status
 ▶ intracountry regional 

inequalities

Introduction

Social development is significantly determined by the 
quality and the level of imbalance of social systems, par-
ticularly their subsystems, elements, nodes, and net-
works, the imbalance of their energies, inputs, outputs, 
etc. Development is mainly possible thanks to the exist-
ence of nonlinearities, asymmetries, contrasts, and im-
balance. On one hand, we strive to put the social system 
in outer and inner balance but, on the other hand, we are 
aware, thanks to thermodynamic laws, that the disbalance 
of the system is a regular phenomenon, inevitable for a 
new movement, new arrangement, self-arrangement, for 
further system development (Ivanička et al., 2014). 

If, however, the differences are too big, numerous au-
thors recommend introducing to make measures to stop 

their increase (Gurgul & Lach, 2011), because big differ-
ences in regional development are not favourable for the 
socio-economic development of the whole country, and 
what is more, they are damaging (Czyż & Hauke, 2011). 
Excessive efforts made to reduce inequalities, however, 
may cause the stagnation of the socioeconomic develop-
ment of the whole country (Blažek & Csank, 2007). 

The paper focuses on intracountry regional inequali-
ties in selected European countries and their assessment 
with regard to the socioeconomic status of the countries. 
Ezcurra (2019) states, that regional inequalities in develop-
ment across the EU have drawn significant interest from 
both researchers and politicians over the past two dec-
ades. We were therefore curious about the extent to which 
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the socioeconomic status of the countries impacts the re-
gional inequalities and their level; we paid particular at-
tention to the capital cities with their specific positions in 
terms of spatial structure and their impact on the size of 
the regional inequalities.

Theoretical framework
Regional inequalities are a relatively frequently discussed 
topic and are looked at and characterised in different 
ways. They are defined by Kutscherauer et al. (2010) as di-
vergence of characters, phenomena or processes, the iden-
tification and comparison of which make some rational 
sense (cognitive, psychological, social, economic, political, 
etc.). Matlovič & Matlovičová (2011) understand regional 
inequalities as differences in the degree of socioeconom-
ic development of regions that are the consequences of its 
unevenness. Its manifest themselves through differences 
between the level of incomes per capita and determine, at 
a given moment, a chain reaction from public and private 
sector representatives, inhabitants, etc. aimed at coun-
teracting their increase (Antonescu & Florescu, 2023). Re-
gional inequalities arise when certain regions outperform 
others, resulting in an uneven distribution of well-being 
across different geographic areas. Consequently, regional 
inequalities are identified when researchers, through re-
gional analysis, detect variations in comparable well-being 
indicators between regions, or when, after accounting for 
individual characteristics, disaggregated data still reveals 
persistent differences in well-being between people living 
in different regions (Maggino, 2023). 

The issue of regional inequalities can be found in the 
works of many authors employing various approaches (for 
example the model proposed by Panzera & Postiglione 
(2021) extends the spatial specification of Mankiw-Romer-
Weil by introducing regional income inequality as a deter-
minant of economic growth while Boschma et al. (2023) 
deal with innovation, industrial dynamics and regional 
inequality) and assessment indicators in their evaluations. 
The basic and most frequently used indicator is Gross Do-
mestic Product (GDP) and was used in the evaluations 
of regional inequalities by Paas & Schlitte (2007), Kallio-
ras (2010), Klamár (2016), Arestis & Phelps (2019), Belins-
ka et al. (2020), Klamár et al. (2020), Neszmélyi et al. (2022), 
Capello & Cerisola (2023) etc. Despite certain limitations 
when using this indicator (e.g. in works by Adler Braun, 
2009, Buček et al., 2010, Laurent, 2017), the application of 
GDP per capita as the basic indicator of the social-econom-
ic level of a region may be ascribed to the availability of 
data on the regional level in the whole EU (Michálek, 2013). 
The second relevant socioeconomic indicator is disposable 
income per inhabitant, used when assessing inequalities 
by e.g. Källström (2012), Klamár (2016), Cörves & Mayhew 
(2021), Dauderstädt (2021), Neszmélyi et al. (2022), Savoia 
(2024), Bareith & Csizmadia (2025) etc.

Both above indicators are, together with their complex-
ity and meaningfulness, also easily available for both indi-
vidual European countries and their regions (Eurostat da-
tabases – identical methodologic procedure of processing 
statistical data), knowledge of which is an inevitable pre-
condition for assessing regional inequalities on this hier-
archic level (e.g. works by Wishlade & Yuill, 1997, Boldrin 
& Canova, 2001, Paas & Schlitte, 2007, Smętkowski & Wó-
jcik, 2012, Källström, 2012, Iammarino et al., 2019, Fifek-
ová et al., 2021, Neszmélyi et al., 2022). 

The particular analyses and evaluations show that on 
one hand there are economically prosperous regions of the 
countries of Western and Northern Europe and on the oth-
er hand there are the countries of the former Eastern Bloc 
that, during the last three decades, have gone through a 
difficult transformation process and development within 
already “expanded” Europe. Iammarino et al. (2019) divid-
ed European regions based on the level of their develop-
ment into four groups, specifically of low, medium, high, 
and very high development. Almost all the regions of the 
former Eastern Bloc countries (exclusive of the regions of 
their capitals) fell into the category of low development. In 
this context, Fifeková et al. (2021) pointed out the fact that 
the EU can be seen as a grouping of performance-differ-
entiated countries, where the converging countries will 
no longer be able to narrow the performance gap with the 
rest of the EU with the passage of time. The above state-
ment was also accepted by Boldrin &  Canova (2001). In 
their opinion, the main reason for regional inequalities is 
the process of real convergence of the EU Cohesion coun-
tries compared to the Community average that has not al-
ways resulted in the reduction of regional inequalities. As 
the authors indicate, 50 of 211 regions (the number of EU 
NUTS 2 regions according to Eurostat) show an income 
per capita lower than 75% of the average. The ratio between 
the GDP per capita of the richest and the poorest US state 
is slightly less than 2, while in the EU it is more than 5. As 
presented by Fifeková et al. (2021), the studies of region-
al inequalities of converging European economies provide 
evidence that comply with Williamson ś hypothesis (Wil-
liamson, 1965) that the growing economic performance in 
the given European countries firstly led to the growth of 
regional inequalities, as a rule below the level of the mid-
dle income and then the regional inequalities tended to 
fall (Szörfi, 2007, Neszmélyi et al., 2016, Kisiała & Suszyńs-
ka, 2017). 

The problem of intraregional and interregional inequal-
ities within the context of the extending EU was dealt with 
by Szörfi (2007) who, apart from verifying the presump-
tions of Williamson ś hypothesis, found out that some 
factors have a larger impact on regional inequalities than 
the national income. He mentions EU accession, the pro-
cess of transition to a new grouping (the speed of chang-
ing the economic structure, the ability to recover), eco-
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nomic and monetary union involving the transparency of 
markets and increased competition, ability to use finan-
cial resources from the EU structural funds and the cohe-
sion fund to build effective institutions that would enable 
more decentralized planning. 

Regional inequalities can be seen not only between the 
regions but also within them (Boschma, 2022). Big cities 
are able to attract a relatively high number of highly and 
less qualified workers (Eeckhout et al., 2014). They may in-
crease the demand for local services which can show itself 
in new vacancies with lower wages (Moretti, 2010). A par-
ticular inf luence on inequalities in this context is made by 
capitals. Szörfi (2007) pointed to a notable difference be-
tween the capital and the rest of the country in the coun-
tries of Central Europe and he also accented that West-
ern European countries are more balanced in this respect. 

Matlovič & Matlovičová (2011), Psycharis et al. (2020), 
Klamár et al. (2020), Neszmélyi et al. (2022) etc. also dis-
cussed the effect of a capital city in their analyses and 
evaluations.

Meliciani (2016) also adds to the previous statements. 
She argues that the growing significance of innovation 
and human capital is a key factor contributing to the wid-
ening income and employment disparities among the old-
er EU member states, particularly following the 2008 fi-
nancial crisis. In contrast, she emphasizes that in the 
newer member states, regional disparities are primarily 
driven by broader socio-economic factors. While capital 
regions are increasingly aligning with Western Europe-
an standards, other regions – especially former industri-
al and peripheral areas – continue to lag behind in terms 
of development.

Methodology 

In the first step of the analyses, attention was paid to 
quantitative evaluation of the level of intracountry region-
al inequalities in the selected countries of Europe. As pre-
sented by Matlovič & Matlovičová (2011), when evaluating 
regional inequalities, it is important to define the evaluat-
ed territorial units, to determine the selection of adequate 
indicators and statistical measurement rates. 

In the paper, attention is focused on 25 selected coun-
tries of Europe – Austria, Belgium, Bulgaria, Croatia, 
Czechia, Denmark, Finland, France, Germany, Greece, 
Hungary, Ireland, Italy, Lithuania, Netherlands, Norway, 
Poland, Portugal, Romania, Serbia, Slovakia, Slovenia, 
Spain, Sweden and Switzerland. Their selection depended 
on the availability of statistical data in the Eurostat data-
bases on the NUTS 2 level that was determined as the ob-
servation level (the most data are available on this level) as 
well as on the country having a minimum of two or more 
NUTS 2 regions for the purposes of the comparison (that is 
why countries whose territory was represented by only one 
NUTS 2 region were excluded from the evaluation). In to-
tal, 254 regions were included in the analysis. 

Another step to take was to choose suitable indicators. 
Considering availability, representativeness and complex-
ity, two basic and frequently employed indicators were 
chosen – Gross Domestic Product (GDP) per capita in Pur-
chasing Power Standards (PPS) and Income of Households 
per capita in PPS. GDP and Income of Households were 
also selected for analysis due to the availability of data at 
the NUTS 2 level and the uniform data collection meth-
odology applied across all analysed European countries, 
which ensures cross-country comparability.

After defining territorial units and selecting the eval-
uation indicators we proceeded to select statistical meas-
urement rates. Felsenstein & Portnov (2005), Matlovič & 

Matlovičová (2011), Ancuţa (2012), Hamada (2016), Klamár 
(2016), Klamár et al. (2020), Egri & Lengyel (2024), Kanó et 
al. (2025) mention more measurement rates such as the co-
efficient of variation, Gini coefficient, Theil index, Atkin-
son index, Hoover coefficient or the method of distance 
from a fictive object etc. 

The most frequently used are the coefficient of varia-
tion and the Gini coefficient. Dauderstädt (2021) utilizes 
the coefficient of variation as a primary indicator to ex-
press relative income inequality both among EU member 
states and at the regional level (NUTS 1/NUTS 2). Savoia 
(2024) utilizes both the Gini coefficient and the coefficient 
of variation to analyse income inequality across EU re-
gions. He reports descriptive statistics showing increas-
es in both measures Gini and CV between 1990 and 2013. 
Balakrishnan et al. (2022) use the coefficient of variation 
as the main indicator for measuring regional inequalities 
among EU countries. Antonescu & Florescu (2023) explic-
itly utilize the Gini coefficient to measure regional income 
inequality at the NUTS 2 level during the COVID-19 peri-
od. This indicator is analysed in relation to GDP per capi-
ta in Purchasing Power Standards, which serves as a proxy 
for the economic development of EU regions. Borowski et 
al. (2025) in their analysis of inf lation synchronization in 
the Eurozone, applied a range of indicators to measure in-
equality, including the Gini coefficient and the coefficient 
of variation.

In our analysis, we also used the Gini coefficient and the 
coefficient of variation, their application being justified 
due to both their statistical properties and their interpre-
tative clarity. The Gini coefficient is particularly advanta-
geous as it is independent of the number of observational 
units (e.g., regions) and takes into account differences be-
tween all possible pairs of values. The coefficient of varia-
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tion, thanks to its dimensionless nature, is an ideal indi-
cator for comparing inequalities across different types of 
indicators that may vary in scale or units of measurement. 
Both indicators offer a complementary perspective on re-
gional differentiation. While the Gini coefficient cap-
tures overall inequality of the distributional within a da-
taset, the coefficient of variation ref lects the dispersion of 
values around the mean. Compared to alternative meas-
ures such as the Theil index and Atkinson index, both the 
Gini coefficient and the coefficient of variation offer sig-
nificant advantages in terms of lower computational com-
plexity,  more intuitive interpretation, and  wide accept-
ance in international research. 

The coefficient of variation (CV) is a tool for compar-
ative analyses and is a relative rate of dispersion derived 
from a standard deviation σ (the ratio of the standard de-
viation and the average). 

cv =σ
x
=

xi −x( )2

i=1

n

∑
n

x

The coefficient of variation enables mutual comparison 
of variability of variables with different values (reducing 
the standard deviation by the average value). The second 
used statistical rate was the Gini coefficient (GI) that orig-
inated as a tool to measure income inequality. It oscillates 
between 0 (maximal equality) and 1 (maximal inequality)

GI = 1
2n2 x

xi −x j( )
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n

∑
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n is the number of territorial units, xi is the value of 
monitored indicator in i –territorial unit, xj is the value of 
the monitored indicator in j - territorial unit and x is the 
arithmetic average of the monitored indicator x. 

At this initial stage of the evaluation, we pronounced 
hypothesis H1 saying that the highest rate of intracoun-
try regional inequalities will be recorded in the countries 
of the former Socialist Bloc. This is based on the fact, high-
lighted by Rauhut & Humer (2024), that mature econo-
mies display fewer regional inequalities and a higher de-
gree of regional economic convergence than developing 
economies. According to Williamson (1965), regional in-
equality is generated during the early development stag-
es, while mature growth produces regional convergence. 
In the next step, we were researching to what extent their 
capitals contributed to the level of the identified regional 
inequalities in the assessed countries. The impact of cap-
itals on the size of regional inequalities was indicated by 
e.g. Smętkowski (2014), Matlovič et al. (2018), Klamár et 

al. (2020), Psycharis et al. (2020) etc. Based on the above-
mentioned, we present hypothesis H2 which presumes a 
significant decrease of regional inequalities in the coun-
tries after their capitals were excluded. The most signifi-
cant decrease of inequalities after the exclusion of the cap-
itals was expected again in the former socialist countries, 
which serves as hypothesis H3. This premise is based on 
the fact that the capital cities in these countries have had 
and continue to have a significantly dominant position 
within the settlement structure of the country with the 
cumulation of economic and decision-making functions. 
Reinl et al. (2023) state that the adjusted income per capita 
according to purchasing power of cities like Bratislava or 
Prague is comparable to incomes in Paris or the Oberbay-
ern region (Germany), but peripheral regions of Czechia or 
Slovakia lag much further behind in term of income con-
vergence than peripheral regions of France or Germany. 

Finally we researched the connection between the level 
of established regional inequalities in the individual coun-
tries and their socioeconomic status. Following the work 
by Szörfi (2007), who assessed the relation between region-
al disparities and the development of the countries in the 
extended EU, we formulated hypothesis H4 stating that 
the growth of socioeconomic status of the countries would 
cause the decrease of their intracountry regional inequali-
ties. Socioeconomic status presents a complex indicator in 
the evaluation (e.g. Klamár et al., 2019), whose construc-
tion comes out of the point method. As many as 13 global 
economic and social indexes were comprised in the assess-
ment aiming to achieve maximum objectivity (the selected 
indexes are representative, have been monitored and eval-
uated over a long period, are methodologically well-de-
fined and inherently quite complex – containing multiple 
sub-indicators, and most of these indexes evaluate almost 
every countries in the world): the KOF Globalisation Index 
(KGI), Global Competitiveness Index (GCI), Global Inno-
vation Index (GII), Global Entrepreneurship Index (GEI), 
Inclusive Development Index (IDI), Easy Doing Business 
(EDB), Index of Economic Freedom (IEF), Digital Platform 
Economy Index (DPE), Corruption Perception Index (CPI), 
Human Development Index (HDI), Social Progress Index 
(SPI), Gross Happiness Index (GHI) and Legatum Prosper-
ity Index (LPI). As the basis for comparison in each index 
the highest reached level in some of the countries was se-
lected. The highest level was assigned 100 points and it rep-
resented the basic quantity in comparisons to other coun-
tries; the values reached within each index in the rest of 
the countries were compared to it. The value of each coun-
try was achieved by adding the values per individual in-
dexes and the maximum was 1,300 points. 

To express the relation (dependence) between the soci-
oeconomic status of the countries and the level of their re-
gional inequalities regression analysis and the correlation 
analysis, where the socioeconomic status of a country was 
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an independent variable and the size of regional inequal-
ities (in both variants – Gini coefficient and coefficient of 
variation) was a dependent variable, were both used. The 
Pearson correlation coefficient R was the rate of consid-
ering the strength of linear dependence, whose absolute 
values approaching 1 indicated the increased strength of 

the relation between the status of a country and the size of 
regional inequalities. The determination coefficient R2 ex-
pressed the percentage of the variability of the dependent 
variable expressible by the variability of the independent 
variable. Assessment of the suitability of the linear regres-
sion model was also part of the testing.

Research result

The level of intracountry regional inequalities  
in the countries
In the selected countries of Europe, regional inequalities 
were evaluated using two basic indicators, namely GDP 
per capita in PPS and Income of Households per capita in 
PPS. 

In the case of the first evaluated indicator – GDP calcu-
lated for 2020 (Fig. 1), the highest inequalities were record-
ed in Slovakia (GI – 0.2579, CV – 0.6329). Slovakia together 
with Croatia, Serbia, Ireland, Romania and Hungary rep-
resented a group of countries with GI above 0.20 and CV 
around 0.50. It is evident from the summary of the coun-
tries that countries of the former Eastern Bloc prevailed 

here. The second group consisted of countries with a me-
dium level of regional inequalities with GI from 0.10 to 0.20 
and CV in most cases from 0.20 to 0.50. From the total of 11 
countries in this group, slightly more than one third were 
represented by former socialist countries (Czechia, Bul-
garia, Poland, Lithuania) and the level of their inequali-
ties was in case of GI 0.14 and higher and as for CV around 
0.40 and higher. Most of the remaining countries from this 
group recorded a lower level of inequalities (Italy, France, 
Denmark, Germany, Netherlands and Spain). 

In the last group with the lowest level of inequalities (GI 
below 0.10, CV in most cases less than 0.20) the only coun-
try from the former socialist countries was Slovenia with 

Figure 1. The Gini coef ficient (GI) and the coef ficient of variation (CV) within GDP per capita in PPS in the selected 
European countries in 2020
Note: Austria (AT), Belgium (BE), Bulgaria (BG), Croatia (HR), Czechia (CZ), Denmark (DK), Finland (FI), France (FR), Germany 
(DE), Greece (EL), Hungary (HU), Ireland (IE), Italy (IT), Lithuania (LT), Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), 
Romania (RO), Serbia (RS), Slovakia (SK), Slovenia (SI), Spain (ES), Sweden (SE), Switzerland (CH), LV – country without data
Source: Author’s calculations based on the Eurostat data
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GI 0.0907, but its CV was as high as 0.2567. This group was 
dominated by Scandinavian countries together with Aus-
tria, Portugal and Switzerland (GI – 0.0631, CV – 0.1257). 

The second chosen indicator – Income of Household 
(Fig. 2) was, due to unavailable data for 2020, evaluated for 
2019 and 23 countries participated in the evaluation (no 
data were available for Switzerland and Serbia). In total, 
the level of inequalities was lower in this indicator (GI up 
to 0.15 and CV up to 0.33) than in the case of GDP. 

The highest level of regional inequalities was observed 
in the group of five countries whose GI was higher than 
0.10 and CV higher than 0.19. As many as four former so-
cialist countries, specifically Hungary, Bulgaria, Slova-
kia, and  Romania, belonged to the group, while the last 
one recorded the highest regional inequalities (GI – 0.1406 
and  CV – 0.3280). The second group was formed by 10 
countries with a medium level of disparities (GI from 0.05 
to 0.10 and CV from 0.09 to 0.16). This group was represent-
ed by 4 former socialist countries, Croatia, Poland, Lithu-
ania and Czechia, which recorded the lowest inequalities 
(GI – 0.0642, CV – 0.1406). The other countries were Ire-
land, Portugal, and Belgium. 

The last group, the one with the lowest inequalities (GI 
below 0.05 and  CV below 0.09) was created by the coun-

tries of Western Europe and Scandinavia. Slovenia was an 
exception, since it recorded the lowest inequalities, more 
precisely GI – 0.0086 and CV – 0.0243 (the level of regional 
inequalities was inf luenced by the fact that there are only 
two NUTS 2 regions in the country).

The level of intracountry regional inequalities  
af ter excluding capital cities
The level of regional inequalities is inf luenced by several 
factors one of the most significant being the inf luence of 
their capital cities. In most countries, capitals are not only 
the administrative centres of the particular countries, but 
at the same time the largest and economically most pow-
erful city where strong economic subjects concentrate, 
and branches of foreign companies are located. For this 
reason, follow-up analyses addressed the level of inequali-
ties after the exclusion of capitals. 

In terms of the first indicator, GDP, we recorded a 
significant drop of inequalities (Fig. 3). The most nota-
ble drop was recorded in Bulgaria (GI dropped by 82.6%, 
CV by 87.0%), Slovakia (79.4%, 77.8%) and Czechia (72.8%, 
80.1%). Only Finland approached the three former social-
ist countries with its drop by 74.8% (GI) and 77.8% (CV). It is 

Figure 2. The Gini coef ficient (GI) and the coef ficient of variation (CV) within Income of household per capita in PPS in 
the selected European countries in 2019
Note: Austria (AT), Belgium (BE), Bulgaria (BG), Croatia (HR), Czechia (CZ), Denmark (DK), Finland (FI), France (FR), Germany 
(DE), Greece (EL), Hungary (HU), Ireland (IE), Italy (IT), Lithuania (LT), Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), 
Romania (RO), Serbia (RS), Slovakia (SK), Slovenia (SI), Spain (ES), Sweden (SE), Switzerland (CH), LV – country without data
Source: Author’s calculations based on the Eurostat data
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evident that metropolises such as Prague, Sofia, Bratisla-
va and Helsinki enjoy an outstanding economic position in 
their countries. 

In the next group of countries, the drop in inequali-
ties was between 50 - 70%. Except for another Scandina-
vian country - Sweden (drop of 58.8%, 65.5%) and Portugal 
(63.8%, 66.4%) the group again consisted almost exclusive-
ly of the countries of the former Socialist Bloc, specifical-
ly Hungary (drop by 62.5%, 70.8%), Romania (61.9%, 70.5%), 
Croatia (67.0%, 67.6%) and Serbia (59.1%, 54.3%). The strong 
effect of a capital city again strongly manifested itself (Bu-
dapest, Bucharest, Ljubljana and Belgrade). This group 
also includes Poland (41.6%, 57.2%), where the impact of 
Warsaw was not that notable thanks to the polycentric 
structure of other big Polish cities such as Krakow, Katow-
ice, Poznan, Wroclaw and Gdansk. 

The third group consisted of the countries with a drop 
from 10 to 50%, represented by Denmark, Greece, Norway, 
France, Belgium, Netherlands and partially Spain, whose 
drop results were slightly below 10% (GI and CV by 9.2%). 
The fourth group was created by countries in which only 
a mild drop of inequalities was recorded, namely Swit-
zerland (by 2.1%, 0.4%) and Austria (1.8%, 0.7%) or a slight 
growth as in the case of Germany (1.2%, 1.4%) and  Italy 
(2.1%, 2.5%). 

The only country, where a more notable growth of in-
equalities was recorded, was Ireland with 23.3% GI and 
47.9% CV.

The second evaluated indicator Income of Household 
also confirmed the decrease of regional inequalities in 
most of the countries after excluding their capitals (Fig. 
4). Also in this case there were two countries, Bulgaria (GI 

Figure 3. The increase or decrease (%) of the Gini coef ficient (GI) and the coef ficient of variation (CV) in 
GDP per capita in PPS af ter excluding capitals in 2020
Note: the yellow circles represent former socialist countries 
Source: Author’s calculations based on the Eurostat data

Figure 4. The increase or decrease (%) of the Gini coef ficient (GI) and the coef ficient of variation (CV) in 
Income per capita in PPS af ter excluding capitals in 2019
Note: the yellow circles represent the former socialist countries 
Source: Author’s calculations based on Eurostat data
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drop of  83.9%, CV of  87.2%) and  Slovakia (79.5%, 79.6%), 
which again confirmed the strong position of Sofia and 
Bratislava. 

The second group with decreased inequalities from 40 
to 65% is made up of three Nordic states, namely Den-
mark (63.5%, 64.1%), Sweden (59.2%, 64.0%) and  Norway 
(41.9%, 41.3%) and five former socialist countries – Roma-
nia (53.7%, 61.4%), Czechia (46.9%, 51.4%), Hungary (51.2%, 
58.9%), Croatia (50.5%, 48.1%) and  Poland (33.1%, 44.5%). 
Together with Bulgaria and Slovakia, the dominant posi-
tion of former socialist capitals was confirmed. 

The third group was formed by Austria, Ireland, Fin-
land and  Netherland, whose decrease of inequalities is 
milder, in most cases from 10 to 35%. 

The last group was represented by countries that re-
corded only a slight drop of inequalities (Spain, France, 
Germany, and Portugal) or only a mild drop (Belgium, It-
aly). Only in Greece did GI show decreased inequalities by 
5.4% and CV increase by 0.4%.

Socioeconomic status and its connection  
with the level of regional inequalities
Socioeconomic status, as a result of evaluation of a set of 
13 global indexes, is in the selected countries substantially 
differentiated (Table 1). The highest value within this com-
plex indicator was reached by Switzerland (1271.4 points). 
Leaving aside the EDB (Easy Doing Business) index, it was 

Table 1. Socioeconomic status in the assessed European countries in 2020

Country KGI GCI GII GEI IDI EDB IEF DPE CPI HDI SPI GHI LPI Σ points

Switzerland 100.0 99.9 100.0 100.0 99.5 89.7 100.0 92.6 96.6 99.8 98.6 96.0 98.7 1271.4

Denmark 96.7 98.5 87.0 96.5 95.6 100.0 95.5 86.3 100.0 98.2 99.3 93.9 100.0 1247.5

Sweden 97.8 98.5 94.6 85.4 94.7 96.0 91.3 93.2 96.6 99.0 98.8 94.4 98.5 1238.9

Netherlands 98.9 100.0 89.0 88.0 92.3 89.1 93.9 100.0 93.2 96.8 98.2 94.9 97.2 1231.4

Finland 95.6 97.3 86.2 85.4 87.7 93.9 92.3 83.6 96.6 98.0 99.1 100.0 98.5 1214.2

Norway 93.4 94.8 74.6 68.2 100.0 96.7 89.5 90.3 95.5 100.0 100.0 94.2 99.3 1196.5

Germany  96.7 99.3 85.6 81.1 86.7 93.3 89.6 78.2 90.9 99.0 97.7 89.9 96.1 1184.0

Ireland 94.5 91.1 80.3 86.7 89.5 90.0 98.7 80.1 81.8 99.8 97.4 90.0 95.0 1175.0

Austria 96.7 93.0 75.8 79.0 88.0 92.2 89.2 69.2 86.4 96.3 96.5 91.6 95.3 1149.0

Belgium 98.9 92.7 74.3 75.7 84.5 87.8 84.0 75.8 86.4 97.3 96.5 87.1 90.2 1131.3

France 95.6 95.6 81.2 81.6 83.1 89.7 80.5 77.2 78.4 94.1 95.7 85.5 90.6 1128.9

Spain 93.4 91.4 69.0 57.1 72.4 91.2 81.6 64.9 70.5 94.5 95.7 82.9 89.8 1054.4

Czechia  93.4 86.0 73.1 52.9 83.7 89.3 91.2 59.3 61.4 94.0 93.5 88.5 86.6 1053.0

Slovenia  87.9 85.2 64.9 79.7 81.1 89.6 82.7 54.7 68.2 95.8 64.6 84.8 88.4 1027.6

Lithuania 89.0 83.0 59.3 53.6 79.9 95.6 93.5 53.8 68.2 92.2 90.6 82.5 83.2 1024.3

Portugal 93.4 85.4 65.8 56.3 65.3 89.6 81.7 61.7 69.3 90.3 94.7 77.5 87.8 1018.8

Italy 91.2 86.8 69.1 54.9 70.9 85.4 77.8 55.9 60.2 93.2 94.2 82.7 85.1 1007.4

Poland 89.0 83.6 60.5 60.2 75.8 89.5 84.3 49.3 63.6 92.0 90.9 78.3 81.9 998.9

Slovakia  91.2 81.1 60.1 51.8 80.6 88.5 81.5 49.2 55.7 89.9 89.7 81.7 82.7 983.7

Hungary 92.3 79.0 62.8 56.2 78.0 85.9 81.0 46.6 50.0 89.2 87.4 77.9 78.3 964.6

Romania 86.8 78.2 54.5 47.0 72.9 85.8 85.0 40.0 50.0 86.5 84.2 82.9 76.9 930.7

Croatia 89.0 75.1 56.4 42.3 73.7 86.2 75.9 42.2 53.4 89.7 88.3 78.4 78.9 929.5

Greece 91.2 76.0 55.7 43.1 60.9 80.1 73.0 43.6 56.8 91.2 92.5 76.1 80.0 920.1

Bulgaria 86.8 78.8 60.5 36.6 72.5 84.3 85.6 42.5 50.0 85.3 86.1 68.7 76.3 914.0

Serbia 85.7 73.9 51.9 34.8 60.9 88.6 80.5 33.4 43.2 84.2 81.5 79.0 74.1 871.7

Note: dark colour – 5 countries with the highest index value, light colour – 5 countries with the lowest index value; KGI - KOF Globalisation Index, 
CGI - Global Competitiveness Index*, GII - Global Innovation Index, GEI - Global Entrepreneurship Index*, IDI - Inclusive Development Index**, EDB 
- Easy Doing Business, IEF - Index of Economic Freedom, DPE - Digital Platform Economy Index, CPI - Corruption Perception Index, HDI - Human 
Development Index, SPI - Social Progress Index, GHI - Gross Happiness Index, LPI - Legatum Prosperity Index; * - data available for 2019; ** - data 
available for 2018.  
Source: Author’s calculations based on the data of 13 selected global indexes (KOF Globalisation Index, 2020; Schwab, 2019; Dutta et al., 2020; Ács et al., 2019; 
Inclusive Development Index, 2018; World Bank, 2020; Miller et al., 2020; Ács et al., 2020; Corruption Perception Index, 2020; Human Development Report, 2020; 
Green et al., 2020; Helliwell et al., 2022; Legatum Prosperity Index, 2020) 
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always in the first “five” or in the TOP group of the best 
assessed countries. Other highly evaluated countries were 
the Scandinavian countries and the Netherlands. Den-
mark (1247.5 p.) was placed in the TOP group 11-times and 
Sweden (1238.9 p.) as many as 12-times. High positions 
were also reached by the Netherlands (1231.4 p., 8-times 
in TOP), Finland (1214.2 p., 6-times in  TOP) and  Norway 
(1196.5 p., 8-times in TOP). 

Another group consisted of the countries of Western 
Europe (Germany, Ireland, Austria, Belgium and France), 
whose assessment of socioeconomic status reached 1100 
points and more. Germany (1184.0 p.) appeared twice in 
the “five” of the best countries in indexes GCI, HDI, Ire-
land (1175.0 p.) was in TOP 3-times (GEI, IEF, HDI) and Bel-
gium (1131.3 p.) once (KGI). 

The next group (with socioeconomic status from 1000 
to 1100 p.) was noticeably hybrid. It consisted not only of 
countries of Southern Europe, such as Spain (1054.4 p.), 
Portugal (1018.8 p.) and Italy (1007.4 p.), but also of the best 
assessed countries of the former Eastern Bloc – Czechia 
(1053.0 p.), Slovenia (1027.6 p.) and  Lithuania (1024.3 p.) 
which was the only one of the countries in this group to 
reach the TOP group twice (EDB, IEF). 

The weakest group (up to 1000 p.) was almost exclusive-
ly formed by former socialist countries. The best evaluat-
ed country was Poland (998.9 p.) followed by the other V4 
countries (Slovakia – 983.7 p., Hungary – 964.6 p.), while 
the weakest ones were Bulgaria (914.0 p.) and Serbia (871.7 
p.) which were in almost all indexes among the last five 
countries. 

The only country in this group not part of the Socialist 
Bloc was Greece. It achieved only 920.1 p. and ended up in 
23rd place. 

In the last part we focused on the research of the de-
pendence between the level of intracountry regional in-
equalities in the particular countries (expressed by CV 
and GI) and their socioeconomic status. The input values 
when calculating CV and GI were GDP data and informa-
tion on the household income expressed in PPS for the 
EU countries. Since the values of the socioeconomic sta-
tus of a country were calculated for the whole territory of 
the country, it was not possible to establish the depend-
ence between the above-mentioned indicators with exclu-
sion of the capitals. 

When monitoring the correlation dependence between 
regional inequalities (calculated from GDP data) and soci-
oeconomic status, strong negative correlation dependence 
was confirmed (R= -0.62 for CV calculated from GDP data 
for 25 EU countries) (Fig. 5). The best course of the depend-
ence was represented by Sweden, France, and  Poland. A 
remote value was achieved by Ireland. A similar situation 
happened when calculating the intensity of dependence be-
tween inequalities expressed by GI (Fig. 6). Also, in this case 
the hypothesis that higher socioeconomic status causes de-
creased value of regional inequalities (R= -0.58) was con-
firmed. The determination index was from 33% (in GI) to 
35% (in CV). The abovementioned reveals that the change 
of an independent variable - in this case the level of soci-
oeconomic status – inf luences the change of a dependent 
variable (inequalities) by more than 30%. The suitability of 

Figure 5. The degree of dependence between socioeconomic status and intracountry 
regional inequalities expressed by GDP per capita in PPS (coef ficient of variation) 
Source: Author’s calculations based on the Eurostat data
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the linear regression model was confirmed in both inequal-
ities expressed by CV and inequalities calculated by GI. The 
course of linear dependence for inequalities expressed us-
ing GI was best presented in the case of Germany and Italy. 
A remote value was again achieved by Ireland. 

An efficient indicator to analyse inequalities also proved 
to be the differences in Income of Household per capita in 
individual countries expressed by Purchasing Power Stand-
ards. Since data for Serbia and Switzerland were not avail-
able for the year concerned, only 23 countries have been an-

Figure 6 . The degree of dependence between socioeconomic status and intracountry 
regional inequalities expressed by GDP per capita in PPS (Gini coef ficient)
Source: Author’s calculations based on the Eurostat data

Figure 7. The degree of dependence between socioeconomic status and intracountry 
regional inequalities expressed by Income of Household per capita in PPS (coef ficient of 
variation)
Source: Author’s calculations based on the Eurostat data
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alysed. The results of the correlation analysis confirmed 
even stronger correlation dependence than in the case of 
CV and GI calculated from GDP data (R= -0.74 for CV, R= 
-0.75 for GI, Fig. 7, 8). The hypothesis that a growth of so-
cioeconomic status causes a decrease in regional inequal-
ities was repeatedly confirmed. The graph of dependency 
between the socioeconomic status of a country and ine-
qualities expressed by CV shows Slovenia and Slovakia as 
remote cases. Slovenia was the only country which showed 

dependency between socioeconomic status and inequalities 
expressed by GI. A suitability of the linear regression model 
was confirmed in disparities expressed by both, CV and GI. 
The determination index pointed to a distinctive inf luence 
of change in incomes on the change of regional inequalities 
(R2=0.53 in the case of dependence between socioeconom-
ic status and regional inequalities expressed by CV and R2= 
0.54 in the case of dependence between socioeconomic sta-
tus and regional inequalities expressed by GI). 

Discussion 

The assessment of regional inequalities within selected 
countries of Europe shows that the highest degree of re-
gional dif ferences was observed in the countries of the 
former Eastern Bloc (Fig. 1, 2). Rácz & Egyed (2023) also 
pointed out the following: they claim that the slow catch-
ing-up of Central and Eastern European countries with 
the EU average is evident at the national level (similar-
ly Gianini & Martini, 2024), however, integration has re-
sulted in fragmentation and increased heterogeneity at 
the subnational level. Also Scutariu (2017) states that the 
regional disparities in the Central and Eastern European 
countries are still quite high. Similar results are reported 
by Leško (2025), according to whom significant region-
al disparities persist among EU countries with the least 
developed areas located in Southern, Central and East-
ern Europe.

The results of our research confirm that in the case of 
both monitored indicators, Slovakia, Hungary and  Ro-
mania had the highest regional inequalities; in the case of 
GDP they were joined by Croatia, Serbia and in the case of 
Income by Bulgaria. Also, in the case of other former so-
cialist countries such as Poland, Lithuania, and  Czechia 
we recorded a relatively high level of regional inequalities. 
Based on the obtained results it is possible to declare that 
hypothesis H1 has been fully confirmed. Regional data on 
GDP per capita in the former socialist countries prove that 
the intensity of real convergence markedly differs in the 
regions (Tvrdoň & Skokan, 2011). With respect to the V4 
countries, the named authors have proved that the exist-
ing regional inequalities increased after the admission of 
the new EU members, the main cause deemed to be the 
uneven pace of their economic development. In Belgrade 

Figure 8. The degree of dependence between socioeconomic status and intracountry 
regional inequalities expressed by Income of Household per capita in PPS (Gini 
coef ficient)
Source: Author’s calculations based on the Eurostat data
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and Novi Sad further factors were the digital economy, 
opening scientific parks, financing start-ups and ineffec-
tive regional policy of subsidies for less developed regions 
(Uvalić & Bartlett, 2021), a finding already confirmed by 
Živanović & Gatarić (2017) in the sense that the level of de-
velopment from north to south significantly decreases.

The above trend of growing regional inequalities is also 
confirmed by the research of Török (2019), from which it is 
evident that the economic development of Romania, con-
ditioned by the admission to the EU (January 2007) and 
inf low of foreign investments, was accompanied by in-
creasing polarisation. It showed that regional differences 
between Romanian counties intensified during the moni-
tored period 1998-2015. While in 1998 the differences be-
tween the best (Bucharest) and the worst (Vaslui) assessed 
county according to GDP per capita and a share in the na-
tional average were threefold, by 2015 they were almost 
twice that amount. Concerning Hungary, significant re-
gional inequalities were confirmed by Kebza et al. (2015). 
As for Slovakia, Rusnák et al. (2023) identified within the 
meaning of the Kuznets-Williamson ś inverted U-curve 
hypothesis growing inequalities in 1997-2008 with a sig-
nificant spatial pattern of the east-west gradient; in 2012-
2016 the previous phase continued after the outer shock 
caused by the economic crisis with selective dynamics in 
the regions successfully adapting and growing, while the 
last period 2016-2021 was accompanied by decreased ine-
qualities. 

Overall, growth in Central and East European countries 
is, territorially, significantly unbalanced, more so than in 
most other parts of the European Union. This polarised 
economic and territorial development within Central and 
East European countries poses challenges not only for 
the respective countries, but also for European cohesion 
(Smętkowski, 2013). 

Similarly, when evaluating the impact of capital cities 
on intracountry regional inequalities (therefore on their 
drop too) hypothesis H2 has been confirmed, while only in 
one case, GDP in Ireland did we record a more significant 
increase in regional inequalities after excluding Dublin. 
The detailed assessment of the impact of the capitals (Fig. 
3, 4) shows a drop of regional inequalities most visibly in 
Bulgaria and Slovakia, where the drop in both monitored 
indicators was as much as by 80% and more. Other former 
socialist countries also recorded a significant drop in ine-
qualities, regarding GDP in Czechia (by more than 70%), 
Hungary, Romania, Croatia (by more than 60%) and Serbia 
by more than 50%. As for Income, the decrease in inequal-
ities was slightly lower – from 50% and higher (Romania, 
Hungary, Czechia, and Croatia). As for the rest of the Eu-
ropean countries, only Scandinavian countries (Finland, 
Sweden) and Portugal recorded a higher decrease in GDP 
and  Sweden and  Denmark in Income. It is evident from 
the above facts that mainly after excluding the former so-

cialist metropolises Sofia, Bratislava, Prague, Budapest, 
Bucharest and Zagreb, the inequalities dropped most no-
tably and so it is possible to state that hypothesis H3 has 
been confirmed to a large extent. The results for the strong 
inf luence of capitals on regional inequalities confirmed 
the conclusions reached in papers by Smętkowski (2014), 
Marošević & Sekur (2018), Matlovič et al. (2018), Klamár et 
al. (2020), Neszmélyi et al. (2022), etc. Szörfi (2007) men-
tioned the strong impact of metropolises in the countries 
of Central Europe, where a great difference can be seen 
between the capital and the rest of the country. While in 
the central part of Hungary the GDP level per capita was 
slightly above the EU average, in the poorest regions it was 
just a little more than 40%. Noticeable differences can be 
also seen in Slovakia, notably between the Bratislava re-
gion and the poorest Prešov region that was, according to 
numbers, three times poorer. In his opinion, it was also 
evident that the countries of Western Europe are more 
balanced in this way, a statement which has also been con-
firmed by our evaluation. The strong position of Prague 
and Bratislava as capital cities in terms of income per cap-
ita according to purchasing power was also pointed out by 
Reinl et al. (2023). 

As the final step, we evaluated the connection between 
the established level of intracountry regional inequali-
ties in the selected countries of Europe and their socioec-
onomic status. Within both evaluated indicators we have 
found medium strong or strong dependence, but in the 
case of GDP the Pearson correlation coefficient was -0.62 
for CV and -0.58 for GI and in the case of Income as much 
as -0.74 for CV and -0.75 for GI. The negative values of the 
correlation coefficient show negative dependence which 
means that the growth of socioeconomic status decreas-
es the level of their national regional inequalities which 
confirms the last H4 hypothesis. The connection between 
the level of regional inequalities and socioeconomic sta-
tus was highlighted by Klamár et al. (2020) when assess-
ing the V4 countries (Czechia, Poland, Hungary, Slovakia), 
Croatia and Serbia as well as by Neszmélyi et al. (2016), 
whose analyses confirmed that internal regional inequali-
ties were higher in countries with lower GDP than in coun-
tries with higher GDP.

Ezcurra (2019) also confirms that within-country in-
equality is an important component of overall inequali-
ty across European regions with regional inequality hav-
ing increased in most EU countries throughout the study 
period. Advances in national GDP per capita initially in-
crease regional inequality, but beyond a certain thresh-
old the link turns from positive to negative, with richer 
countries tending to experience lower levels of regional 
inequality. Fulterer & Lungu (2018) also state that the re-
search results generally point to convergence at the coun-
try level but to increasing divergences between regions 
within countries. 
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Conclusion

The implemented analyses and assessments validated a 
notable socioeconomic differentiation of Europe in the 
form of highly developed regions in its northern and west-
ern part and, by contrast, the slower development of a con-
siderable part of Southern Europe as well, notably, as the 
countries of the former Eastern Bloc. Duran et al. (2025), 
based on earlier work by Ertur & Koch (2006), state that 
regional disparities in the EU-15 were characterised by a 
persistent North-South direction (with a core compris-
ing regions of the United Kingdom, France and Germany), 
while after the accession of the Central and Eastern Eu-
ropean regions spatial orientation of disparities changed, 
creating a new North-West/East polarisation. 

Socioeconomic maturity as an aggregate indicator 
based on a set of 13 global indexes confirmed this spatial 
polarisation, while pointing to the under-development 
of most of the former socialist countries. These countries 
mostly presented the highest level of domestic regional 
disparities (assessed using GDP and Income) with the re-
gions of their capitals dominant. This was demonstrated 
by the most distinctive drop of regional disparities in all 

assessed European countries after excluding their capitals 
from the assessment. To conclude, it is possible to say that, 
to a large extent, the presumption has been confirmed 
that with decreasing socioeconomic maturity, the level of 
their domestic regional disparities has grown. Hopefully, 
there will be no more intensification of regional dispari-
ties within the countries in the period to come (mainly in 
the former socialist ones), as well as between the European 
countries themselves and the fear brought to our attention 
by Fifeková et al. (2021) that converging countries would 
not be able to narrow the performance gap in respect of 
the EU average, will not come true. 

A positive finding in this regard at least is one of the con-
clusions of the study by Duran et al. (2025), which suggests 
that the spatial poles of prosperity are likely to change in 
the future. It is expected that most regions of Southern 
Europe will continue to lag behind, while many Eastern 
European regions will experience an increase in prosper-
ity. Regions of Northern and Central Europe are likely to 
maintain their prosperous position. 
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ABSTRACT

Growing urbanisation, together with extreme weather events, negatively af fects urban 
populations worldwide. Recent urban climate studies demonstrate that people-orient-
ed approaches are needed to ef fectively target adaptation measures and thus improve ur-
ban populations’ well-being. In this study we used the in-situ approach of sketch mapping to 
identify thermally pleasant and unpleasant places during two seasons, summer and winter, 
in Ústí nad Orlicí, a Czech town. Generally, places perceived as the most thermally unpleas-
ant, regardless of season, are parking lots near shopping centres, and these require priori-
ty attention from urban planners. Respondents consistently identified the planting of high 
greenery and the construction of shelters as preferred adaptation measures across both 
seasons. Our findings also point to a clear preference for more enclosed places.

KEYWORDS

 ▶ urban place
 ▶ thermal environment
 ▶ perception
 ▶ sketch mapping
 ▶ adaptation measures
 ▶ Czechia

Introduction

Manifestations of climate change combined with accel-
erating urbanisation significantly impact both the phys-
ical and mental health and well-being of urban popula-
tions worldwide, and this requires urgent and effective 
solutions (IPCC, 2023). In the broader context of climate 
change, urban climate research is gaining increased at-
tention (Nazarian et al., 2024). Traditionally, such studies 
have focused on analysing Urban Heat Islands (UHI) and 
Surface Urban Heat Islands (SUHI) respectively, as well as 
the numerical modelling of thermal exposure (Lehnert et 
al., 2023a). However, recent paradigm shifts in urban cli-
mate studies increasingly emphasise human-oriented ap-
proaches. Researchers nowadays advocate holistic and 

personalised approaches that consider how people expe-
rience diverse urban environments, with the aim of devel-
oping more effective adaptation and mitigation strategies 
that directly enhance urban dwellers’ quality of life (Au-
cliems, 1981; Chen & Ng, 2012; Kuras et al., 2017; Schnell 
et al., 2021; Guzman-Echavarria et al., 2022). Within this 
holistic framework, local knowledge is essential for con-
textual understanding, and effective planning of climate 
adaptation measures demands site-specific analyses that 
take into account the unique geographic, geometric, and 
especially the microclimate characteristics of each (urban) 
neighbourhood or location (Lenzholzer & van der Wulp, 
2010; Fagerholm et al., 2021; Lehnert et al., 2023a).

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
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Both heat and cold extremes can negatively affect hu-
man health, leading to increased morbidity and mortali-
ty rates (Urban et al., 2014; Son et al., 2019; Masselot et al., 
2025). Mortality and morbidity rates can particularly in-
crease in urban environments with higher thermal expo-
sure (Huang et al., 2022; Arsenović et al., 2019; 2024). Nev-
ertheless, human thermal comfort is affected not only by 
thermal exposure (such as air temperature, radiation, hu-
midity, and wind speed), but also by psychological, phys-
iological, and social/behavioural aspects (Nikolopoulou & 
Steemers, 2003). 

Thermal perception, which can never be separated 
from the overall perception of the environment (Knez et 
al., 2009; Lenzholzer, 2010), is of crucial importance in 
this context. People perceive places differently (Siwek, 
2011), as Tuan (1974:45) notes, outward physical varia-
tions among individuals are striking yet relatively minor 
when compared to internal differences. Various environ-
mental factors also inf luence individual thermal percep-
tion. From this perspective, it is essential to understand 
how the urban environment shapes thermal perception, as 
such knowledge is vital for designing thermally comforta-
ble spaces that respond to human needs (Lenzholzer et al., 
2018; Lai et al., 2020).

The urban environment is inherently structured into 
places. Place is one of the two or three fundamental ge-
ographical concepts that has long been studied; howev-
er, as Cresswell (2015) points out, this has often occurred 
with very little understanding of what the concept actually 
means. For the purposes of this paper, we draw on the con-
ceptualisations of authors such as Tuan (1976) and Relph 
(1976), understanding place as something created through 
location, physical structure and, above all, individuals’ re-
lationships to these places. This approach allows places to 
be attributed with subjective dimensions, which may un-
derlie attempts to answer questions concerning how peo-
ple form relationships with places, their intentions and 
experiences within them, the meanings that places carry 
and, not least, the emotional bonds people develop with 
them. 

The nature of emotional bonds between people and 
place is closely linked to two fundamental concepts: topo-
philia and topophobia. Topophilic places are those that 
evoke positive emotional responses and are therefore of-
ten understood as safe, pleasant, desirable, or well-liked 
(Tuan, 1974). The dichotomous counterpart to topophilic 
places are topophobic places—those associated with 
negative emotions (Ruan & Hogben, 2007). As a result of 
forming such negative attachments, people may perceive 
these places as unsafe, unpleasant, or repellent, and may 
deliberately avoid them. However, people do not neces-

sarily form purely positive or purely negative emotion-
al connections to specific places. It is evident that many 
places can elicit both types of emotional response. Be-
yond topophilia and topophobia, it is therefore useful to 
analytically distinguish topo-ambivalence—a situation 
in which a place is perceived simultaneously in both pos-
itive and negative terms. In the urban context, parks are 
frequently cited as examples of such ambivalent spaces 
(Daniel & Jirmus, 2023). Topophilic places may typically 
include urban greenery (Capineri et al., 2018), historical 
centres (Brisudová et al., 2020), and places featuring blue 
infrastructure (Völker & Kistemann, 2013; Doležal et al., 
2024; Grzyb, 2024). In contrast, topophobic areas often 
encompass vacant and neglected urban places or build-
ings, high-traf fic corridors or public transport hubs, ar-
eas of social disorder, and poorly lit alleys (Cucu et al., 
2011; Brisudová et al., 2020; Šimáček et al., 2020; Doležal, 
2022). 

It should be noted that topophilia and topophobia are 
based on inherently subjective experiences shaped by cul-
tural backgrounds and individual differences (Hashemn-
ezhad et al., 2013). What one person finds appealing, an-
other might perceive as threatening or uncomfortable. The 
same is also true specifically for thermal perception (Knez 
& Thorsson, et al. 2006; Květoňová et al., 2024). These per-
ceptions are further modulated by temporal factors such 
as time of day (Lehnert et al., 2023a), seasonal variations 
(Lenzholzer & van der Wulp, 2010; Wei et al., 2022), pre-
vailing weather conditions (Knez et al., 2009), culture (Al-
jawabra & Nikolopoulou, 2010), social dynamics, an in-
dividual’s personal history and associations with similar 
environments (Knez, 2005), and the resulting thermal 
expectation (Nikolopoulou et al., 2001). Understanding 
these nuanced responses to urban spaces can significant-
ly inform human-oriented approaches (not only) in urban 
planning (Brown et al., 2019).

Current research unfortunately does not adequately re-
f lect the role that thermal (dis)comfort may play in shap-
ing topophilia, topophobia, and topo-ambivalence. For 
this reason, the aim of this paper is to contribute new in-
sights to the relationship between thermal (dis)comfort 
and urban places. Hence, the main objectives of this study 
are: i) to identify the seasonal variations in human percep-
tion of thermal comfort in urban environments based on 
in situ assessments of urban places during representative 
summer and winter days; ii) to explore and contextualise 
spatial aspects of urban places in which thermal (dis)com-
fort was perceived. By meeting these objectives, the study 
also contributes to a holistic understanding of the effect of 
urban environments on human thermal comfort and re-
lated cold and heat stress.
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Data and methods

Study area
Ústí nad Orlicí is a town located in Eastern Bohemia, 
Czechia, situated in the Orlické Mountains foothills 
(49°58′N, 16°24′E) (Fig. 1). The town covers an area of ap-
proximately 36 km² (CZSO, 2017) and supports a popula-
tion exceeding 14,000 inhabitants (CZSO, 2024), classifying 
it as a medium-sized town. This town serves as a district 
town and is characterised by regional importance, a func-
tional typology classification as diversified, and the em-
bodiment of characteristics typical of Czech settlements. 
For this study, the cadastre of Ústí nad Orlicí was selected.

The climate of Ústí nad Orlicí is classified as a temper-
ate oceanic (Cf b), characterised by moderate summers 
and cold winters (Kottek et al., 2006). The elevation of the 
town centre ranges from 320 to 379 metres above sea lev-
el (ČÚZK, 2024). Located at the conf luence of the Tichá Or-
lice and Třebovka Rivers, the town’s topography and hy-
drological setting significantly inf luence its local climate. 
Historically, Ústí nad Orlicí served as an important agrar-
ian centre before evolving into an industrial hub, earning 
the nickname “East Bohemian Manchester”. Over recent 
decades, the town has undergone further transformation 
from its industrial heritage to become a contemporary ad-

ministrative and service centre, featuring a distinctive 
blend of historical architecture and modern urban devel-
opment. The surrounding landscape is characterised by 
rolling hills, forests, and agricultural lands, providing a 
scenic backdrop to the urban environment. 

Methodology of this study and research methods used
This study employed participatory mapping as the prima-
ry research approach. The rationale behind this method-
ological approach lies in the feasibility and effectiveness 
of participatory mapping in gathering data related to re-
search into residents’ perceptions of urban environments 
and their local knowledge (see Šerý et al., 2025a). Apart 
from that, participatory approaches and community in-
volvement are crucial for effective urban planning and the 
improvement of public urban environments. Implement-
ing these approaches lays the foundation for more sustain-
able solutions. Participatory mapping encompasses three 
distinct approaches: Public Participation Geographic In-
formation Systems (PPGIS), mental mapping, and sketch 
mapping (Brown & Kyttä, 2018; Denwood et al., 2022). For 
this investigation, we utilised sketch mapping, which in-
volves data collection on paper with a base map. The re-

Figure 1. Location of the study area, map background: © MapTiler © OpenStreetMap contributors
A = public transport hubs; A1 = bus station, A2 = railway station
B = main square
C = parks; C1 = Park by the Theatre, C2 = Park by the Church, C3 = Kociánka Park, C4 = Czechoslovak Legions Park, C5 
= Smetana Gardens, C6 = Park by the railway station
D = parking lots; D1 + D2 = Parking lots at the shopping zone, D3 = Parking lot near the hospital

https://www.maptiler.com/copyright/
https://www.openstreetmap.org/copyright
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search employed the SketchMap Tool developed at Heidel-
berg University (https://sketch-map-tool.heigit.org/). This 
tool integrates analogue data collection with digital pro-
cessing via OpenStreetMap, allowing participant-marked 
sketch maps to be georeferenced automatically upon up-
load. The data can then be downloaded for use in GIS. The 
tool may be combined with questionnaires to provide con-
textual participant information and remains accessible to 
users with limited technical expertise due to its automat-
ed processes. As open-source software, it is particular-
ly suitable for resource-constrained communities, though 
users must adhere to data protection regulations and eth-
ical standards (Klonner & Norze, 2023). 

The data collection took place in situ, allowing for re-
al-time perception data while participants were physically 
present at locations (“here and now”). This method yields 
more precise data by capturing participants’ spontaneous 
cognitive and emotional responses with minimal exter-
nal inf luence. This contrasts with retrospective methods, 
where responses may be coloured by accumulated experi-
ences, second-hand information, emotional states, or con-
textual variables at recall time (Brisudová et al., 2024). 

Data collection
In this study, we performed three thermal walks with the 

same 10 participants (5 women and 5 men) aged between 
18 and 28, all physically fit with no health issues, who were 
not residents but were familiar with the town as occasion-
al visitors, ensuring they were not directly inf luenced by 
strong previous experiences with specific places. Thermal 
walks provide a method for pedestrians to analyse, identi-
fy, and perceive thermal conditions as they move through 
complex (urban) environments (Vasilikou & Nikolopou-
lou, 2013; Dzyuban et al., 2022; Květoňová et al., 2024). The 
first walk was conducted on 20 August 2023, a tropical day 
that was mostly cloudless and windless, with a mean daily 
air temperature of 22.9 °C and a maximum daily air tem-
perature of 31.0 °C (according to the Ústí nad Orlicí sta-
tion; WMO ID 11679). This thermal walk took place from 
1:15 p.m. until 3:15 p.m., chosen as the time of the most 
extreme and simultaneously stable weather conditions. 
Before starting the walk, short-term thermal history was 
controlled with a half-hour acclimatisation period, dur-
ing which respondents were acquainted with the meth-

odology, which was adapted from Květoňová et al. (2024). 
The second and third thermal walks were held on 28 Janu-
ary 2024, a frost day that was mostly cloudless and almost 
windless, with an average daily temperature of -0.7 °C and 
a daily minimum of -3.0 °C (according to the Ústí nad Or-
licí station; WMO ID 11679). Since research of this nature 
had not been previously conducted in winter, the authors 
organised two walks: one in the early morning (from 7:15 
a.m.) when cold conditions are most extreme, and the sec-
ond at the same time as the summer walk (from 1:15 p.m.). 
These thermal walks also lasted 2 hours, with the same ac-
climatisation procedure. For all walks, respondents were 
instructed to walk through the entire study area and visit 
several varied locations. No specific route was prescribed, 
enabling participants to explore the area according to 
their preferences, though they were specifically directed 
to visit key places, such as the main square, public trans-
port hubs, parks, parking lots, main streets, etc. Research 
has shown that a two-hour duration is adequate to cover 
the study area comprehensively. Participants marked pol-
ygons on two maps – one for thermally unpleasant loca-
tions (in summer, “hot” locations marked in red; in winter, 
“cold” locations marked in blue) and another for thermal-
ly pleasant locations (in summer, “cool” locations marked 
in blue; in winter, “warm” locations marked in red). After 
each walk, an hour-long discussion was conducted with 
respondents about all the polygons they had marked, their 
reasons for selecting these locations, and the improve-
ment measures they would suggest for each location.

Data processing and visualisation
Once the paper maps were collected, the SketchMap tool 
was used to automatically digitise the responses into a 
georeferenced vector layer. The polygons were then edited 
(topology check) in QGIS and converted into a hexagonal 
grid (10 m grid size) by calculating the number of overlap-
ping polygons for each hexagonal cell. Isolines represent-
ing 50% overall agreement and the boundaries of all re-
sponses were created, simplified, and smoothed for final 
visualisation. The follow-up discussions with respondents 
were subjected to thematic analysis to identify key pat-
terns in terms of thermal perception of the marked pol-
ygons, reasons for respondents’ selection, and suggested 
measures.

Results

Winter thermal perception
At least half of the respondents identified several plac-
es which they perceived to be cold during winter, includ-
ing both public transport hubs (Fig. 1,2 – A1, A2), the main 
square (B), various parks (C1, C3, C4), and the parking lots 
(D1–D3). The primary reasons (Fig. 3) for perceiving these 

places as cold were related to them being “open spaces”. 
Additionally, all respondents mentioned that parking lots 
are too open and thus unpleasant. Squares, public trans-
port hubs, and parking lots were perceived as cold due to 
their “cold and concrete” surfaces, while public transport 
hubs and parks were considered draughty areas. Respond-
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ents also described public transport hubs and parking lots 
as depressing places. To reduce topophobia in these plac-
es, at least half of the respondents suggested planting high 
greenery, building shelters, and enclosing them with bar-
riers.

Conversely, during winter, respondents also report-
ed feeling thermally pleasant at the same public transport 
hubs (Fig. 1,2 – A1, A2), the main square (and part of the 
street leading to the main square) (B), and the parking lot 
near the hospital (D3), making these areas thermally am-
bivalent during winter. Sunlight and the presence of peo-
ple contributed to thermal comfort at the square and the 
parking lot (Fig. 3). The square was also more pleasant due 
to its arcades and its compactness. The public transport 
hubs were more pleasant due to their shelters. Respond-
ents who marked parks as thermally pleasant during win-
ter attributed this to the presence of high greenery.

Summer thermal perception
Respondents identified several thermally unpleasant plac-
es where they perceived heat during summer, including 
both public transport hubs (Fig. 1,2 – A1, A2), the main 
square (B), the parking lots (D1–D3), and some parks (C3–
C5); however, two parks (C3–C4) were also perceived as 

thermally pleasant during summer, rendering them ther-
mally ambivalent. The primary reasons for perceiving all 
these places as thermally unpleasant were the absence or 
lack of shade and direct sunlight (Fig. 3). Furthermore, 
the square was considered unpleasant due to its over-
heated surface, lack of greenery, smell, and overcrowd-
ing. The public transport hubs were deemed unpleasant 
for the same reasons, plus the presence of homeless peo-
ple, heavy traffic, and heat from vehicles and buildings. 
Parking lots were also characterised by overheated surfac-
es, overcrowding, absence of greenery, and openness. All 
respondents (10) suggested planting high greenery to im-
prove thermally unpleasant areas. Half suggested build-
ing shelters and gazebos. Some respondents also sug-
gested establishing blue elements, using less impervious 
surfaces, enclosing more space, and implementing water 
sprinkling on roads.

Thermally pleasant places during summer included al-
most all the parks (Fig. 1,2 – C1–C4, C6) due to their high 
greenery, shade, blue elements, and low greenery (Fig. 3). 
Respondents also noted that the square could sometimes 
be pleasant during summer due to its arcades, while pub-
lic transport hubs could be perceived as pleasant due to the 
shade provided by buildings.

Figure 2. Thermally pleasant, resp. thermally unpleasant places in summer and winter in the study 
area, map background: © MapTiler © OpenStreetMap contributors
I = winter, blue colour = thermally unpleasant locations (“cold”), 
II = summer, red colour = thermally unpleasant locations (“hot”)
III = winter, red colour = thermally pleasant locations (“warm”), IV = summer, blue colour = thermally pleasant 
locations (“cool”)
Solid lines indicate places identified by ≥5 participants; dotted lines indicate places identified by 1–4 participants.

https://www.maptiler.com/copyright/
https://www.openstreetmap.org/copyright
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Figure 3. Reasons for perceiving places as (un)pleasant in summer and winter; 
A) public transport hubs; B) main square; C) parks; D) parking lots;
Winter, blue colour = thermally unpleasant (“cold”) locations, red colour = thermally pleasant (“warm”) locations;
Summer, red colour = thermally unpleasant (“hot”) locations, blue colour = thermally pleasant (“cool”) locations.
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Interseasonal dif ferences in thermal perception
In terms of thermal perception, places have been gener-
ally categorised as thermally pleasant (comfortable), ther-
mally unpleasant (uncomfortable), or thermally ambiva-
lent. Our study examined the marked places and how they 
were perceived across two seasons, investigating wheth-
er the perception of thermal (dis)comfort in specific plac-
es remains consistent across seasons and whether any pat-
terns emerge (Fig. 4).

The results reveal several distinct patterns. First, plac-
es perceived as unpleasant during both summer and win-
ter include parking lots in the shopping zones (D1, D2). 
The second category consists of places that are thermally 

unpleasant during summer but are perceived as thermal-
ly ambivalent during winter, and this includes both pub-
lic transport hubs (A1, A2), the main square (B), and the 
parking lot near the hospital (D3). One park was perceived 
as thermally pleasant during summer but unpleasant and 
cold during winter (C1), while some parks (C3, C4) were 
perceived as cold in winter but were perceived ambiva-
lently during summer. Some places were marked only dur-
ing summer, such as the park near the church (C2) and the 
park near the train station (C6), both perceived as pleas-
ant, and Smetana Gardens (C5), which were perceived as 
unpleasant. Notably, no places were perceived as thermal-
ly pleasant during both summer and winter (Fig. 4).

Discussion

This study is unique in investigating the seasonal differ-
ences in thermal perception across different urban plac-
es in Ústí nad Orlicí, revealing spatial patterns of thermal 
(dis)comfort that extend beyond traditional urban climate 
research methods, such as temperature measurements, 
LST analyses, and numerical modelling. Our findings 
demonstrate that thermal perception is highly context-de-
pendent, with significant differences between types of 
urban places and across seasons, as well as among indi-
viduals with varying (thermal) backgrounds and physio-
logical characteristics (Aucliems, 1981; Tseliou et al., 2017; 
Schweiker et al., 2018). In this context, future research 

could investigate whether and how people with strong 
previous experiences of specific places may develop dis-
tinct patterns of (thermal) perception.

In this study, we suggest that certain urban places may 
be considered fundamentally problematic from a ther-
mal comfort perspective, regardless of seasonal condi-
tions. The most striking pattern to emerge from our ap-
proach was the consistent thermal discomfort associated 
with parking lots in shopping zones; these were perceived 
as thermally unpleasant places in both summer and win-
ter. Květoňová et al. (2024), using the example of Prague, 
suggest that parking lots are considered unpleasant dur-

Figure 4. Interseasonal dif ferences in the perception of thermally (un)pleasant places in 
the study area
A = public transport hubs; A1 = bus station, A2 = railway station
B = main square
C = parks; C1 = Park by the Theatre, C2 = Park by the Church, C3 = Kociánka Park, C4 = Czechoslovak 
Legions Park, C5 = Smetana Gardens, C6 = Park by the railway station
D = parking lots; D1 + D2 = Parking lots at the shopping zone, D3 = Parking lot near the hospital



Geographica Pannonica | Volume 29, Issue 2, 137–148 (June 2025)Veronika Květoňová, Jiří Pánek, Miloslav Šerý, Michal Lehnert

| 144 |

ing hot summer days. In this study we found that parking 
lots are perceived as thermally unpleasant not only during 
hot summer days, but also during winter days. Persistent-
ly experienced thermal discomfort may contribute to the 
year-round presence of negative associations individuals 
have with these places, thereby reinforcing the reproduc-
tion of topophobia associated with them. Therefore park-
ing lots deserve considerably more attention from urban 
planners and local policymakers. Solutions could include, 
for instance, implementing more greenery with appropri-
ate spacing and crown shape (Milosević et al., 2017). Fur-
thermore, in accordance with previous studies from Czech 
cities (Lehnert et al., 2021; 2023b), public transport hubs 
during summer were perceived as thermally uncomfort-
able. However, by focusing on winter in this study in Ústí 
nad Orlicí, we found that transport hubs can be thermal-
ly ambivalent; this is in contrast to a simultaneous study 
carried out in Olomouc (Czechia) (Květoňová et al., 2025), 
where some transport hubs were even considered ther-
mally comfortable by most respondents. With regard to 
urban squares, in this case study from Ústí nad Orlicí, we 
found ambivalent thermal perception in winter, similar 
to Květoňová et al. (2025) in Olomouc. Parks demonstrat-
ed the most pronounced seasonal dependency in thermal 
perception, being generally pleasant during summer but 
unpleasant during winter, particularly in more exposed 
locations. This finding aligns with previous research by 
Klemm et al. (2015), who noted the significant role of veg-
etation in creating pleasant microclimates during warmer 
months, while potentially exacerbating thermal discom-
fort during colder periods through increased shading and 
wind channelling effects. It should also be noted that the 
predominant type of deciduous trees could contribute to 
this perception.

The findings of our research highlight the ambiguous 
role of perceived thermal comfort and discomfort in the 
reproduction of people’s topophilic and topophobic rela-
tionships to urban places. This role varies both in relation 
to the specific places unveiled in the study and in accord-
ance with seasonal dynamics. This initial insight should 
serve as a rationale for further research aimed at achiev-
ing a deeper understanding of this ambiguity.

Concerning the reasons for their choices, respondents 
indicated that, especially in winter, some places were per-
ceived as unpleasant due to their openness and sometimes 
due to the presence of “cold and concrete surfaces”, which 
aligns with Lenzholzer & van der Wulp (2010). However, 
open spaces can also be perceived positively when there 
is, for example, sunlight in a pleasant place (Krüger et 
al., 2017; Lehnert et al., 2021). Furthermore, it should be 
emphasised that some places perceived as thermally un-
pleasant are unpleasant for other reasons beyond ther-
mal perception, as seen in this study in the case of public 
transport hubs where participants cited the “presence of 

homeless people,” suggesting that social stress could serve 
as a more significant stressor than the thermal load. Sim-
ilarly, the commonly mentioned “heavy traffic” can nega-
tively affect both thermal comfort (Schnell et al., 2016) and 
overall perception (Brisudová et al., 2020; Šerý et al., 2023). 

Regarding the measures to improve their perceptions 
of places, in summer respondents most often suggest-
ed planting tall greenery, which is in line with Lehnert 
et al. (2023), while in winter, to improve thermal condi-
tions, at least half of the respondents suggested, in addi-
tion to greenery, more enclosure of the places and the con-
struction of shelters, which is consistent with the study by 
Květoňová et al. (2025). However, it should be taken into 
account that greenery should be appropriately placed in 
the environment (Geletič et al., 2023; Janků et al., 2024). 

The results obtained have the potential not only to enrich 
existing knowledge on thermal (dis)comfort in urban envi-
ronments, but also to be applied in urban planning policies 
aimed at mitigation measures. Indeed, all the identified 
proposed measures may serve as a basis for the deliberate 
evidence-based re-design of the physical settings of places 
with regard to mitigation. In this context, reconfiguring the 
spatial arrangements of problematic places could strength-
en those aspects that render such places considerably more 
topophilic. In other words, as Šerý et al. (2025b) state, only 
such guided placemaking efforts can meaningfully contrib-
ute to shaping public places that effectively meet the needs 
of 21st-century urban residents.

Limits of the study
The study is based on the same homogenous group of 10 
respondents across all three thermal walks. While this 
qualitative method is inherently subjective and the sam-
ple size is relatively small, we suggest using methods 
based on qualitative data as supplementary assessment in 
combination with quantitative data analysis. Future re-
search could employ alternative methods, such as partic-
ipatory mapping based on long-term thermal experiences 
or another in-situ approach, such as the analysis of ther-
mal sensation votes using a mobile app (Květoňová et al., 
2024). When conducting such research, care must be tak-
en as respondents may become overly preoccupied with 
the research itself, such that the results might not accu-
rately ref lect reality (Lewis & Gutzwiller, 2023). Addition-
ally, when mapping public spaces, the underlying research 
reason partially reveals itself through the mapping pro-
cess (McLean, 2017). Moreover, the resulting map may dif-
fer when based on responses from local residents (Koukal, 
2025). This research was specifically conducted during af-
ternoon hours in summer and winter, with an addition-
al morning session in winter to capture extreme weather 
conditions; however, it is important to note that the effects 
of blue(grey)green infrastructure can vary throughout the 
day (Lehnert et al., 2021).
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Conclusion

The present study addressed the perception of urban en-
vironments across two different seasons, identifying key 
places with thermal (dis)comfort. Our findings indicate 
that parking lots are consistently perceived as the least ther-
mally pleasant urban places, regardless of the season. Pub-
lic transport hubs and the main square were perceived as 
thermally unpleasant during summer, but thermally am-
bivalent during winter. Furthermore, the research demon-
strates a clear preference for more enclosed places over 
open places. Thermally pleasant places during summer in-
cluded almost all the urban parks; however, most of these 
same parks were perceived as cold during winter. This sea-

sonal contrast may be attributed to the species composition 
of the trees, which are predominantly deciduous. Nonethe-
less, respondents suggested several adaptation measures, 
with the most frequently mentioned being the planting of 
high greenery and the construction of shelters, regardless 
of season. This study contributes to a complex understand-
ing of seasonal variations in human thermal comfort and 
the related cold and heat stress. Additionally, our findings 
emphasise the practical significance of considering season-
al thermal perception in the planning of urban places, par-
ticularly in the context of climate change and the creation of 
more liveable urban environments.
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ABSTRACT

Urban air pollution, particularly from fine particulate matter (PM2.5 and PM10), poses crit-
ical environmental and public health challenges in rapidly urbanizing regions. This study 
presents a multiscale, seasonal analysis of the relationship between Green Infrastruc-
ture (GI) landscape characteristics and PM concentrations in Delhi, India. Using high-reso-
lution Sentinel-2 imagery (2019–2021) and air quality data from 39 Central Pollution Con-
trol Board (CPCB) monitoring stations, we quantified 15 GI characteristics across five spatial 
scales (0.5–2.5 km) using NDVI. Empirical Bayesian Kriging was applied for spatial interpola-
tion of PM values, and Otsu’s thresholding was used to delineate vegetated areas. Principal 
Component Analysis (PCA) and regression models revealed that compositional metrics—
such as Class Area (CA) and Percentage of Landscape (PLAND)—showed consistent nega-
tive correlations with PM2.5 and PM10 levels across all scales and seasons. Configuration 
metrics, including Largest Patch Index (LPI), Edge Density (ED), and Aggregation Index (AI), 
exhibited scale- and season-specific influences, with stronger ef fects observed at broad-
er spatial scales during winter and autumn. The findings suggest that both the quantity and 
spatial arrangement of urban vegetation significantly af fect local air quality. The study un-
derscores the need for scale-aware, evidence-based GI planning as a nature-based solution, 
supporting India’s airshed-level approach to urban pollution management. These insights 
of fer practical guidance for urban policymakers and planners aiming to enhance air quality 
through strategic green infrastructure design.

KEYWORDS

 ▶ Green Infrastructure (GI)
 ▶ PM2.5
 ▶ PM10
 ▶ Green Infrastructure 

Characteristics
 ▶ Urban Air Quality
 ▶ NDVI
 ▶ PCA
 ▶ FRAGSTAT 

Introduction

The globe saw an upsurge in human populations dur-
ing the Industrial Revolution in the nineteenth century, 
which has exacerbated the pace of urbanization since then 
(Grimm et al., 2008; Singh et al., 2020). Countries’ popula-
tion projections report that over 95% of the global popula-
tion’s net growth occurs in the cities of developing coun-
tries (Jiang & O’Neill, 2017; UNDESA, 2019). In addition, 
nearly all of the world’s new megacities (defined as hav-
ing a population of more than 10 million people) are lo-

cated in the developing world (UNDESA, 2019). Globally, 
rapid economic expansion and unregulated urbanisation 
have altered land surface attributes, including roughness, 
thermal inertia, and albedo (AlKhaled et al., 2020; Zhou et 
al., 2019). Such factors further impact regional meteoro-
logical parameters like temperature, wind speed, and air 
quality (Agarwal & Tandon, 2010; Grimm et al., 2008). In 
recent decades, fast economic expansion and unregulat-
ed urbanization have brought unprecedented negative an-

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
mailto:akumar5@ar.iitr.ac.in
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thropogenic stress in the urban environment regarding air 
quality, which has become a growing concern in dense-
ly populated regions of developed as well as developing 
countries (Singh et al., 2020; Song et al., 2018; Molina et al., 
2012; Impacts, n.d.; Mathers et al., 1999). Megacities usu-
ally have significant PM10 and PM2.5 levels from fossil fuel 
combustion, fugitive dust, and biomass burning from in-
dustry, transportation, and densely populated areas. The 
WHO reported that outdoor air pollution (PM) kills about 
4 million people yearly, accounting for 11.65% of worldwide 
deaths (WHO, 2018). Air pollution, the most significant 
health concern posed by the environment, is costing the 
world a total of $8.1 trillion, which is comparable to 6.1% 
of the global GDP (Li, 2016; UNEP, 2018; Li, 2017; Molina 
et al., 2012). Throughout the 1950s and 1960s, Particulate 
Matter (PM) pollution experienced a notable expansion 
in European and North American locations. Its severity, 
meanwhile, has been rising in developing countries, in-
cluding India and China (Rohde & Muller, 2015; Yale & Co-
lumbia Universities, 2022). In India, during the last dec-
ades, air pollution in urban regions has become a major 
urban environmental issue (Gulia et al., 2015a; Chelani 
et al., 2001; Ramani et al., 2019; Central Pollution Control 
Board, 2003; Gupta, 2008; Ministry of Environment & For-
ests, 1987; Kushwaha & Nithiyanandam, 2019; Menon & 
Sharma, 2021; Ramaiah & Avtar, 2019; Kotharkar & Baga-
de, 2018). The 2021 assessment by IQAir, a Swiss organi-
sation that assesses air quality by measuring PM concen-
tration, placed India as the fifth most polluted nation out 
of 117 countries. It also identified Delhi as the most sig-
nificant metropolitan agglomeration with the most haz-
ardous air in the world (IQAir, 2021). In India, it has been 
estimated that the average economic impact of PM air pol-
lution alone amounts to 5.4 per cent of the country’s year-
ly GDP (Greenpeace, 2020). Furthermore, it is accountable 
for roughly one million deaths each year and contributes 
to 980,000 preterm births (Chatterji, 2020). It is estimat-
ed that in 2021, the deaths of 40,000 children under the age 
of five were directly linked to PM pollution (IQAir, 2021). 
According to studies conducted during the COVID-19 
pandemic, being exposed to particulate matter (PM2.5 & 
PM10) increases the likelihood of acquiring the virus and 
experiencing more severe symptoms, including mortality, 
if infected (Role, 2021; Soni, 2021). The effects of urban is-
sues extend to the urban, regional, continental, and glob-
al scales. Large cities pose challenges in managing a ris-
ing population, yet they also pose potential opportunities 
to manage environmental issues such as air pollution sus-
tainably. 

In the last 20 years, extensive research has been con-
ducted on PM10 and PM2.5, which are typically consid-
ered harmful to people’s health (Kumar et al., 2019; Man-
nucci et al., 2015; Leão et al., 2023; Ramadan et al., 2025). A 
number of studies examined the relationship between PM 

pollution and human health, finding that it was associat-
ed with sharp rises in respiratory and cardiovascular dis-
eases (Morelli et al., 2016; Lavigne et al., 2016; Peters, 2011; 
Sangkham et al., 2024). Numerous studies have examined 
the spatial distribution of particulate matter of varying siz-
es at regional or national scales, along with the inf luencing 
variables (Sharma et al., 2014; Luo et al., 2020). Source ap-
portionment of particles is another crucial field of study fo-
cused on characterizing different sources of fine-particu-
late air pollution (Banerjee et al., 2015; Sharma et al., 2014; 
Guttikunda et al., 2014; Nautiyal et al., 2025; Meng et al., 
2025). Global cities have studied and suggested many ways 
to lower PM pollution. These include using cleaner ener-
gy, changing the way the economy grows, limiting driving, 
and working together at the regional or national level (Gut-
tikunda et al., 2019; Gulia et al., 2015b; Dhingra, 2020; Wu et 
al., 2017). Identifying sustainable approaches by using na-
ture-based solutions by which PM pollution can be reduced 
nowadays has become a priority for researchers and urban 
planners (Zhang et al., 2024; Power et al., 2023; Tomson et 
al., 2025). For example, research in 10 US cities found that 
trees eliminated 4.7 t to 64.5 t of PM2.5 yearly (Nowak et al., 
2006). Similarly, Leicester, UK, research found that trees 
and grasses remove 14 tons of PM2.5 annually (Jeanjean et 
al., 2016; Jeanjean et al., 2017). Local PM declines were de-
tected in Sydney’s urban woodlands by Irga et al. (2015). 
Mcdonald et al. (2007) simulated PM10 concentrations in 
the West Midlands and Glasgow (UK) and showed that tree 
cover might cut PM by 10%. Kumar et al. (2019) suggest-
ed in their study that green infrastructure (GI) as a physi-
cal barrier may lower PM10 by 60%, 59%, 16%, 63%, and 77% 
compared to control circumstances. Due to the preponder-
ance of qualitative research and the scarcity of quantitative 
studies, much of the attention is placed on a micro-scale 
configuration and species typology of green infrastructure 
(Yu & Jingyi, 2019; Im, 2019; Bartesaghi-Koc et al., 2018; 
Ouyang et al., 2021; Urban Climate Lab, 2016). Recently, 
there has been growing interest in understanding how the 
landscape level or urban macro scale composition and con-
figuration of green infrastructure (GI) affect the delivery 
of ecosystem services, including pollution control (Anders-
son-Sköld et al., 2018; Selmi et al., 2016; Wu et al., 2018; Lei 
et al., 2018; Lei et al., 2021; Ramyar & Zarghami, 2017; Tom-
son et al., 2025; Barwise, 2023; Yao et al., 2025). “Green In-
frastructure” (GI) is a natural and semi-natural open place 
around cities that provides ecological services to the sur-
roundings (Calfapietra et al., 2019; Bartesaghi-Koc et al., 
2019; NWGITT, 2008; Ramyar & Zarghami, 2017). GI is a 
novel name, but its concept originates in planning and con-
servation initiatives dating back 150 years. The concept was 
prompted by two precedents: integrating parks and oth-
er green spaces for people and linking natural areas to im-
prove biodiversity and reduce habitat fragmentation (Ben-
edict et al., 2006; Schneekloth, 2000; US EPA, OW, 2010; 
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Tallis et al., 2015; Sinnett et al., 2015; Calfapietra & Cheru-
bini, 2019). To investigate and quantify the effects of GI on 
many sustainability advantages, researchers have attempt-
ed to develop a general categorisation of GI based on mul-
tiple benefits through quantitative and qualitative studies 
at local to regional scales. GI at the regional scale can have 
substantial spatial heterogeneity because various land cov-
er and land-use types exhibit distinctive surface features. 
In urban form and urban landscape study, landscape met-
rics are algorithms that measure patches, classes, and ag-
gregation of landscape patterns (Zheng et al., 2020; Wu et 
al., 2015; Lei et al., 2018; Ahern, 2007; Fan et al., 2015; Guo et 
al., 2021). Landscape metrics may efficiently illustrate the 
GI characteristics (Mcgarigal, 2015). They have been exten-
sively utilised to explore the patterns of greenspace land-
scapes and their effects on PM reduction (Lei et al., 2021; 
Guo et al., 2021; Lei et al., 2018; Wu et al., 2015; Myint et al., 
2015). 

Recent studies have shown that the fragmentation of 
urban greenspace has a significant impact on particulate 
matter pollution. An investigation conducted by Lei et al. 
in a Chinese metropolis indicated that the composition 
of greenspace had a more significant impact on lowering 
PM pollution at shorter distances. In contrast, the config-
uration of greenspace was more significant at longer dis-
tances (Lei et al., 2018; Lei et al., 2021; Barwise, 2023). Fur-

ther, a study demonstrated, that PM2.5 concentration and 
landscape evenness/fragmentation are strongly connect-
ed (Wu et al., 2015; Barwise, 2023; Zhang et al., 2024). There 
are limited or no studies on particulate matter pollution 
in relation to green infrastructure landscape patterns in 
Indian cities. Most, if not all, of these studies, adopted a 
FRAGSTAT model, which represents a landscape in three 
levels of matrices, i.e., patch, class, and landscape metrics, 
with further segmentation in area-edge, shape, and ag-
gregations (Forman, 1995; McGarigal, 1995; McGarigal et 
al., 2002; Cao et al., 2024; Jiang et al., 2023). This study aims 
to propose landscape-level Green Infrastructure (GI) as a 
potentially sustainable approach to explain the variation 
of the seasonal PM concentration in an urban area. The 
study has direct alignment with the government approach 
of managing air quality and urban risk at the air-shed level 
contrary to the local scale by integrating green infrastruc-
ture as a potential nature-based solutions (CleanAirAsia, 
2016; CPCB, 2013). The objectives of this study were to in-
vestigate the relationship between the landscape pattern 
of GI and PM concentration at multiple scales. The contri-
butions of this study include the following: it investigates 
the role of green infrastructure  composition and config-
uration in indicating particulate matter concentration in 
Delhi; it offers recommendations for the green infrastruc-
ture planning of urban redevelopment in the city.

Materials and Methodology

Study Area
The city is noted for its air pollution, with air quality levels 
routinely surpassing the World Health Organization’s rec-
ommended thresholds, creating significant health hazards 
for its inhabitants (REF: IQ Air 2023). The World Health Or-
ganization (WHO) produced a report in 2014 identifying 
Delhi as the most polluted city in the world, citing air pol-
lution as the city’s most pressing problem (Saraswat et 
al., 2017; Jalan, 2019; Jain et al., 2021; Guttikunda & Cal-
ori, 2013). The Delhi government has taken various initi-
atives for long-term and seasonal measures to combat air 
pollution. For example, the Graded Response Action Plan 
(GRAP) developed by the Central Pollution Control Board 
(CPCB), the odd-even vehicle policy in 2016. The govern-
ment also periodically shut down coal-based thermal pow-
er facilities and developed real-time air monitoring devic-
es and the Green Delhi App for citizens to report pollution 
levels. In addition to regulatory and technological meas-
ures, the Delhi government has increasingly adopted na-
ture-based solutions to combat air pollution and improve 
urban resilience. The Delhi Development Authority (DDA) 
and Forest Department have created additional city for-
ests and green belts to filter air and cool the city. They have 
also pushed vertical gardens and green walls along f lyo-

vers and metro pillars to provide vegetation to crowded 
urban areas. The government intended to maximise the 
potential of green infrastructure by implementing sever-
al programmes like the smart city mission, the India Fo-
rum for Nature-based Solutions, the AMRUT project, etc. 
Delhi has undergone unprecedented urbanisation over the 
past few decades and manifested high GI and air pollution 
heterogeneity. Thus, Delhi serves as a good model for ad-
dressing the following questions: (1) Do the GI landscape 
patterns affect the Particulate matter concentration level? 
Furthermore, (2) if so, how do the PM10 or PM2.5 vary by 
different GI spatial patterns and scales? 

Data
PM2.5/10 Measurements: 39 Air Quality Monitoring Sta-
tions (AQMS) are deployed throughout the city, as shown 
in Figure 1. All the stations are uniformly distributed in 
the city. These monitoring stations provide hourly and dai-
ly mean PM2.5/10 pollution concentration data. The data 
protocol suggests that each monitoring station has a spa-
tially representative radius of 1 to 5 sq. km (CPCB, 2015). 
These AQMS are located at a height of 3 to 15 m on the street 
or roadsides. PM2.5/10 concentration and weather data at 
all 39 AQMS from the year 2019 to 2021 were obtained from 
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the Central Pollution Control Board (https://app.cpcbc-
cr.com/ccr/#/caaqm-dashboard-all/caaqm-landing). Sea-
sonal mean data sets for the PM concentration were cal-
culated based on the respective months of the seasons. 
Geographical Information System (GIS) based interpola-
tion techniques have been used to map the concentration 
of particulate matter in interest. The interpolation tech-
nique is used to predict values in the cells in a raster when 
there are limited sample data points (Shareef et al., 2016; 
Bezyk et al., 2021; Singh & Tyagi, 2013a; Londoño-Ciro & 
Cañón-Barriga, 2015).The study used geostatic analysis in-
terpolation techniques called Empirical Bayesian kriging; 
this method estimates cell values by averaging the sample 
point value in the neighbourhood of each processing cell. 
The standardised R square value for the maps is between 
0.94 and 0.99. Data-driven traditional Empirical Bayesian 
kriging predicts unsampled locations. Parallel processing 
helps Empirical Bayesian kriging forecast large datasets 
and improve prediction accuracy. The method can provide 
accurate and reliable predictions of geographical data.

Green Infrastructure (GI) characterization
GI in an urban region, including land surfaces covered by 
trees, shrubs, and herbaceous vegetation, has long been 

known to inf luence local atmospheric PM concentrations 
and Temperature. GI changes PM concentrations through 
direct and indirect ways (Hofman et al., 2016) at plant lev-
el and landscape level, including capturing particulates 
on leaf surfaces (Zhang et al., 2021b)cities are implement-
ing greening plans to satisfy the demands of residents 
for a more habitable environment. Because the relation-
ship between the supply and demand of ecosystem ser-
vices (ESs and altering urban temperature, atmospheric 
turbulence, and wind f low through “evapotranspiration” 
(Soydan, 2020; Liu & Shen, 2014). To obtain the landscape 
patterns of GI, which are reported in several scholar-
ly works, 10 m spatial resolution data of Sentinel-2 (Year 
2019, 20202 and 2021) from the Google Earth engine repos-
itory is used to delineate normalized difference vegetation 
index (NDVI) for 2019, 2020, and 2021; the study used the 
mean season-wise data for the specific month of the re-
spective years. NDVI is a popular way to measure the cov-
er and condition of vegetation in urban areas using remote 
sensing (Thiis et al., 2018). The threshold values of the sea-
sonal NDVI maps were calculated using Otsu’s threshold-
ing technique, defining the condition  of vegetative cov-
er (Grover & Singh, 2015; Gašparović & Dobrinić, 2021; 
Ashok et al., 2021). Otsu’s approach minimises vegetation 
and non-vegetation pixel variation (Dissanayake et al., 
2018)(Sathyakumar et al., 2020). The difference between 
near-infrared and red-light ref lectance is used to calculate 
NDVI values ranging from -1 to 1. Otsu’s approach anal-
yses histograms of NDVI values to identify an appropri-
ate threshold t that divides pixel values into vegetation and 
non-vegetation classes. This is done by finding  a  thresh-
old value  that maximizes class variance σ2

b(t), defined as 
σ2

b(t) = ω1(t)ω2(t)[μ1(t)−μ2(t)]2, where ωi(t) and μi(t) are the 
class probabilities and means of the two classes separat-
ed by threshold t. Finally, the resulting binary classifica-
tion designates non-vegetation as pixels with NDVI < t and 
vegetation as pixels with NDVI ≥ t. It adjusts to the data 
patterns of each scene, making it strong for extensive or 
automated vegetation mapping without needing manual 
set limits for NDVI-based land cover analysis. After select-
ing the optimal threshold value mentioned in Table 1, bi-
naries the image by putting all pixels with intensity levels 
over the threshold into the vegetation while converting all 
other pixels into the  non-vegetation class (Sathyakumar 
et al., 2020). Finally, landscape-level metrics measured GI 
landscape composition and configuration features. Land-
scape-level metrics were widely used to describe GI pat-
terns (Lei et al., 2018; Heather R. McCarthy, 2011; Mcgari-
gal, 2015). In this study, fifteen landscape-level metrics 
were used to measure landscape patterns of GI, as listed in 
Table 2. The landscape patterns included five composition 
metrics and ten configuration metrics (McGarigal, 1995). 
These metrics have been utilised in various landscape pat-
tern-ecological process articles (Zhou et al., 2011; Li et al., 

Figure 1. Delhi city Boundary and Location of all CPCB 
monitoring stations in Delhi and Location of monitoring 
stations selected for the study
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2013; Chen et al., 2019; Wu et al., 2018; Liang & Gong, 2020; 
Soydan, 2020). These parameters were selected based on 
three criteria: (1) theoretically and practically significant; 
(2) readily computed and explained; and (3) minimum rep-
etition. 

FRAGSTATS was used to quantify  landscape metrics 
using NDVI maps for ten plots. In this study, we used CP-
CB’s ten air quality monitoring stations (AQMS) as central 
points to create five square plots per site ranging in size 
from 0.5 km x 0.5 km to 2.5 km x 2.5 km for each monitor-
ing site, as shown in Figure 2. The following were taken 
into consideration while choosing the locations: (i) choos-
ing monitoring sites with consistently high pollution levels 
(all seasons), (ii) avoiding areas with water bodies or other 
potential modifiers, (iii) Unique Local Climate Zone (built-
up morphology) with variables land use and (iv) there was 
no primary emission source present. The smallest sample 
plot is 0.5 km x 0.5 km, which is ideal for urban micro-scale 
urban forestry study, while 2.5 km x 2.5 km is ideal for ur-
ban local scale. NDVI maps were validated using 100 ran-
domly chosen points and reference data from Google im-
ages; the confusion matrix suggests 92% seasonal average 
accuracy with a seasonal average kappa coefficient val-
ue of 94% for the vegetation classifications. Finally, the 

seasonal data sets of the PM (PM10, PM2.5) concentra-
tion, along with the quantified GI landscape characteris-
tics, were employed in the Principal Component Analysis 
(PCA) to analyse the variation of variables. PCA is a statis-
tical technique commonly used in environmental studies 
to identify key factors by isolating those that account for 
the most variance in the data.

Table 1. Season-wise threshold value for Binarization of NDVI 
Image

Season Threshold value for Binarization 
of NDVI Image

Summer (April to June) 0.29

Monsoon (July to August) 0.17

Autumn (September to October) 0.29

Winter (November to January) 0.17

Spring (February to March) 0.24

Data analysis
Green infrastructure features that have similar properties 
are clustered together using a hierarchical cluster analy-
sis method (Yu et al., 2017; Grafius et al., 2018). Then, at 
first, we performed a one-way analysis of variance (ANO-

Table 2. Green Infrastructure characterization at landscape level
Typology Metrics Type GI Characterization Equation (Unit)

Composition

Area

CA CA= aij
1

10,000
⎛

⎝
⎜

⎞

⎠
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VA) to examine whether there were significant differenc-
es among the PM2.5 and PM10 concentrations among the 
four seasons (Ginevan & Splistone, 2004; Vieira et al., 2018; 
Wu et al., 2018). We compared the PM2.5 and PM10 con-
centrations using the least significant difference test, with 
a significance level of p < 0.05. All values were reported 
as mean ± standard error. Second, we used the principal 
component analysis (PCA) to investigate the relationship 
between the PM2.5/10 concentration with the characterise 
and quantified green infrastructure at landscape level at 
scale variation from micro (0.5 km x 0.5 km) to local (2.5 
km x 2.5 km) urban scale. PCA is the preferred approach 
for studying variation in environmental parameters with 
vegetation (Zhang et al., 2016; Yang et al., 2011; Ou et al., 
2017; Andrew et al., 2012; Wu et al., 2018; Elhaik, 2022). It 
can help researchers understand the underlying ecological 

processes that drive these interactions. In addition, it can 
help to assess the GI composition and configuration impact 
on environmental variables such as PM2.5/10 (Chen & Dai, 
2022; Heo et al., 2020), and assist in determining environ-
mental factors variation in relation to quantified GI pat-
terns (Wu et al., 2018; Jolliffe et al., 2016). It has been uti-
lised in ecological research in tropical forests, grasslands, 
and wetlands to examine the link between GI and envi-
ronmental factors (Kenkel, 2006; Yang et al., 2011; Rezaei & 
Millard-Ball, 2023). Climate change, land use change, and 
other anthropogenic disturbances have also  been stud-
ied using it (Franklin et al., 1995; Jolliffe et al., 2016; Vie-
ira et al., 2015). Finally, PCA regression was used to eval-
uate the relative impact of the five-composition measures 
and ten-configuration metrics of explanatory variables on 
PM2.5/10 concentration at each scale.

Typology Metrics Type GI Characterization Equation (Unit)

Configuration Aggregation
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(A-1) (B-1) (C-1)

(D-1) (E-1)
Google Earth Image of the site Ashok 

Vihar (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Ashok Vihar (Delhi) 
Monitoring Stations

(A-2) (B-2) (C-2)

(D-2) (E-2)
Google Earth Image of the site Anand 

Vihar (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Anand Vihar (Delhi) 
Monitoring Stations

Figure 2. GI characterisation mapping for the selected study site in Delhi and buf fer region depicting 0.5km 
(the inner square plot), 1km, 1.5km, 1.5km, 2km, and 2.5km (the outer square plot), A1-10: Spring Season; B1-10: 
Summer Season; C1-10: Monsoon Season; D1-10: Autumn Season; E1-10: Winter Season
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(A-3) (B-3) (C-3)

(D-3) (E-3)

Google Earth Image of the site 
Dwarka-Sector 8 (Delhi) Monitoring 

Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Dwarka-Sector 8 (Delhi) 
Monitoring Stations

(A-4) (B-4) (C-4)

(D-4) (E-4)

Google Earth Image of the site IHBAS, 
Dilshad Garden (Delhi) Monitoring 

Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at IHBAS, Dilshad Garden 
(Delhi) Monitoring Stations

Figure 2. GI characterisation mapping for the selected study site in Delhi and buf fer region depicting 0.5km 
(the inner square plot), 1km, 1.5km, 1.5km, 2km, and 2.5km (the outer square plot), A1-10: Spring Season; B1-10: 
Summer Season; C1-10: Monsoon Season; D1-10: Autumn Season; E1-10: Winter Season (continued)
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(A-5) (B-5) (C-5)

(D-5) (E-5)
Google Earth Image of the site Lodhi 

Road (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Lodhi Road (Delhi) 
Monitoring Stations

(A-6) (B-6) (C-6)

(D-6) (E-6)
Google Earth Image of the site 

Mundka (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Mundka (Delhi) 
Monitoring Stations

Figure 2. GI characterisation mapping for the selected study site in Delhi and buf fer region depicting 0.5km 
(the inner square plot), 1km, 1.5km, 1.5km, 2km, and 2.5km (the outer square plot), A1-10: Spring Season; B1-10: 
Summer Season; C1-10: Monsoon Season; D1-10: Autumn Season; E1-10: Winter Season (continued)
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(A-7) (B-7) (C-7)

(D-7) (E-7)
Google Earth Image of the site Okhla 
Phase-2 (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Okhla Phase-2 (Delhi) 
Monitoring Stations

(A-8) (B-8) (C-8)

(D-8) (E-8)
Google Earth Image of the site R K 
Puram (Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at R K Puram (Delhi) 
Monitoring Stations

Figure 2. GI characterisation mapping for the selected study site in Delhi and buf fer region depicting 0.5km 
(the inner square plot), 1km, 1.5km, 1.5km, 2km, and 2.5km (the outer square plot), A1-10: Spring Season; B1-10: 
Summer Season; C1-10: Monsoon Season; D1-10: Autumn Season; E1-10: Winter Season (continued)
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(A-9) (B-9) (C-9)

(D-9) (E-9)
Google Earth Image of the site Rohini 

(Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Rohini (Delhi) Monitoring 
Stations

(A-10) (B-10) (C-10)

(D-10) (E-10)
Google Earth Image of the Shadipur 

(Delhi) Monitoring Stations

Green Infrastructure Characterization mapping for all the seasons and multiscale buf fer at Shadipur (Delhi) 
Monitoring Stations

Legend

  

Figure 2. GI characterisation mapping for the selected study site in Delhi and buf fer region depicting 0.5km 
(the inner square plot), 1km, 1.5km, 1.5km, 2km, and 2.5km (the outer square plot), A1-10: Spring Season; B1-10: 
Summer Season; C1-10: Monsoon Season; D1-10: Autumn Season; E1-10: Winter Season (continued)
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Result

Clustering GI characteristics
Landscape metrics are often directly deployed as in-
dependent variables to explore the effects of landscape 
patterns on air pollution. Many of these metrics exhib-
it strong correlations; therefore, certain metrics must be 
excluded from the full model to prevent multicollinearity. 
Hierarchical Cluster Analysis (HCA) helps identify uncor-
related landscape descriptors without requiring a priori 
decisions about which metrics to include or exclude. Fig-
ure 3 shows a dendrogram depicting the hierarchical clus-
tering of GI characteristics. The variables were grouped via 
a distance-based method to find fundamental structural 
links. Metrics with comparable spatial patterns have been 
shown to cluster at reduced linkage distances, as demon-
strated with CA and PLAND, as well as ENN_MN (Euclid-
ean Nearest Neighbour Mean Distance) and CLUMPY, 
which form compact clusters. As the distance between 
clusters grows, they gradually merge, which shows that 
measure groups are less alike overall. It has been observed 
that highly correlated clusters contain CA–PLAND, TE-ED 
and NP-PD. A relatively mid-level correlated cluster con-
tains ENN_MN-CLUMPY and SH_MN-{LSI-(TE-ED)} as 
shown in dendrogram Figure 3.

Seasonal Dif ferences in Particulate Matter (PM) 
Pollution

The findings of an analysis of variance (ANOVA) revealed 
that there were significant differences (p < 0.05) between the 
PM10/2.5 concentrations during four distinct seasons. Both 
PM2.5 and PM10 concentrations were at their highest dur-
ing the winter season, whereas both PM2.5 and PM10 con-
centrations were at their lowest level during the summer. It 

was discovered that the PM10/2.5 concentration in autumn 
was much higher than what was recorded in the spring. 
Possible reasons for significant f luctuations during the four 
seasons may include variations in air temperatures, humid-
ity levels, wind direction and speed, presence or absence of 
leaves on vegetation, and patterns of fossil energy consump-
tion. The winter season in Delhi is characterised by elevat-
ed pollution levels, which can be attributed to a combina-
tion of factors such as low temperatures, elevated humidity, 
and stagnant airf low. The circumstances are conducive to 

the trapping of pollutants in the atmosphere. In addition, 
the practice of burning agricultural residue in neighbour-
ing states significantly contributes to the increased levels 
of pollution in Delhi during the winter months, as the area 
falls within the same boundary level airshed.

Principal Component Analysis (PCA)
Using PCA, we simplify the GI landscape-characterised 
data set by lowering its dimension. First, the predictor (re-
sponse) variables (including PM2.5/10 value) and GI land-

Figure 3. HCA of Green Infrastructure Landscape metrics

Figure 4. Analysis of variance (ANOVA) of PM2.5 and PM10 
concentrations in four seasons. (A) seasonal ANOVA of PM10 
concentration; (B) seasonal ANOVA of PM2.5 concentration
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scape characterise value defined as explanatory variables 
employed a centralised and standardised transformation, 
respectively. Then, the predictor variables are transformed 
into an equal number of principal components (PCs) to ob-
tain a small number of components that could explain 
most (approximately 60%–90%) of the total variation in the 
predictor variables (Singh et al., 2013b; Wu et al., 2018). The 
percentage explained of variance and the cumulative pro-
portion of variance are measures of the extent to which 
variation in PM pollution can be attributed to the presence 
of respective GI landscape characteristics along the first 
two principal component analysis (PCA) axes. The eigen-
values represent data variance along the principal com-
ponent axis. The significant component with the high-
est eigenvalue explains the most data variation. In a PCA 
analysis, eigenvalues decide how many principal com-
ponents must be retained. PCA explained 0.8204, 0.8626, 
0.8668, 0.8429 and 0.8609 of the total variation in PM2.5, 
from scale 0.5 to scale 2.5. In contrast, the same axes ex-
plained 0.8377, 0.8392, 0.8477, 0.8518 and 0.8609 of the to-
tal variances in PM10 (Table. 3). Which suggested that the 
first two axes of PCA explain 82% to 86% of the variation 
for PM2.5 and 83% to 87% for PM10 with all the explanato-
ry variables. Table 4. F-Ratio was used to test whether the 
multiscale GI characteristics affect PM pollution signifi-
cantly, and R2 represents the significance of PCA regres-
sion for the first seven PC axes, which explain more than 
90% variance of PM pollution by GI characteristics in the 
PCA model, and the R2adj was the adjusted or real value 
of the explained proportion. R2 of PM2.5 from scale 0.5 km 
to scale 2.5 km were 0.9164, 0.9434, 0.8609, 0.9645, 0.9316, 
and R2 of PM10 0.9502, 0.9287, 0.9717, 0.8566, 0.9753 respec-
tively (Table 4). The tests indicated that landscape metrics 

of GI at all scales significantly explained the total variance 
of PM2.5 and PM10. Each scale included all the fifteen GI 
characterise metrics: CA, PLAND, SHAPE_MN, LSI, TE, 
COHESION, LPI, NP, PD, CLUMPY, ENN_MN, AI, SDI, 
ED, SEI. Positive and negative correlations with PCA axes 
indicate the direction and magnitude of the association 
between the features and the variables. By interpreting 
the PCA coefficients, we can gain insight into the underly-
ing structure of the data and the relationships between the 
variables. The correlation between GI characteristics and 
the top two PCA axes of both PM2.5 and PM10 at a scale of 
0.5 km × 0.5 km to 2.5 km × 2.5 km has been shown in Table 
5. We selected the scales at which correlations between the 
PCA axes and PM concentration were significant based on 
the correlation that existed between the landscape metrics 
and the PCA axes seasonally. 

PM2.5, CA (negative), PLAND (negative), TE (negative), 
and ED (negative) related to the first axis at all scales with 
minimal variation in the correlation coefficient, whereas 
all these GI characteristics showed relatively high negative 
relation at 0.5 to 1.5 km scale. NP (positive) and PD (posi-
tive) are significantly related to the first axis at all scales, 
whereas these are negatively related to PM2.5 at 2 km and 
2.5 km. LPI (negative) and LSI (negative) were on a 1 km 
and 2.5 km scale, respectively. SH_MN (positive), ENN_
MN (positive) and CLUMPY (positive) at 1.5 km scale with 
the second axis, 2.5 km scale with the first axis and 0.5 km 
scale with the first axis, respectively. COH (negative) at 2 
km was significantly related to the second axis, whereas 
AI (positive) was significantly related at 0.5 km scale with 
the first axis. SDI (negative) and SEI (negative) with first 
and second axes, respectively, at 0.5 km and 1 km with first 
and second axes, respectively. 

Table 3. PCA of PM2.5PM2.5 and PM10PM10 concentration on multiscale plots

Scale Parameters PCA1-PM2.5 PCA2-PM2.5 PCA1-PM10 PCA2-PM10

0.5

Eigenvalues 5.528 2.774 5.567 2.895

Proportion explained of variance 0.618 0.307 0.609 0.322

Cumulative proportion of variance 0.618 0.820 0.609 0.838

1

Eigenvalues 5.413 2.549 5.375 2.536

Proportion explained of variance 0.595 0.283 0.590 0.284

Cumulative proportion of variance 0.595 0.862 0.590 0.839

1.5

Eigenvalues 5.685 2.268 5.531 2.202

Proportion explained of variance 0.634 0.262 0.623 0.257

Cumulative proportion of variance 0.634 0.866 0.622 0.847

2

Eigenvalues 5.385 3.052 5.549 3.048

Proportion explained of variance 0.643 0.346 0.652 0.344

Cumulative proportion of variance 0.643 0.842 0.652 0.851

2.5

Eigenvalues 4.834 2.499 4.871 2.370

Proportion explained of variance 0.623 0.279 0.622 0.275

Cumulative proportion of variance 0.623 0.860 0.622 0.860
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PM10, CA (negative), PLAND (negative), TE (negative), 
and ED (negative) are related to the first axis at all scales, 
with minimal variation having relatively high negative 
significant relation at a lower scale that is from 0.5 km to 
1.5 km. NP (positive) and PD (positive) are significantly re-
lated to the first axis at 0.5 km scale. LPI (negative) and LSI 
(positive) at 2.5 km with the second axis. SH_MN (nega-
tive) at 1.5 km, ENN_MN (positive) significant relation at 
2.5 km, CLUMPY (positive) at 1 km with first axis. COH 
(negative) at 0.5 km is significantly related to the second 
axis, whereas AI (positive) is significantly related at 0.5 km 
scale with the first axis. SDI (negative) and SEI (negative) 
with first and second axes, respectively, at 0.5 km and 1.5 
km with first and second axes, respectively.

Table 4. Significance Test at p < 0.05*

Test of Significance of all Canonical Axes F-Ratio R2 R2adj

PM2.5-0.5 0.0261 0.9164 0.8997

PM2.5-1 0.0171 0.9434 0.9321

PM2.5-1.5 0.0462 0.8609 0.8330

PM2.5-2 0.0105 0.9645 0.9574

PM2.5-2.5 0.0210 0.9316 0.9179

PM10-0.5 0.0025 0.9502 0.9403

PM10-1 0.0038 0.9287 0.9144

PM10-1.5 0.0049 0.9717 0.9660

PM10-2 0.0478 0.8566 0.8279

PM10-2.5 0.0072 0.9753 0.9703

Table 5. Correlation between Green Infrastructure characterise metrics and Principal Component 
Analysis (PCA) axes of scale and PM2.5/10 and Graphical representation respectively, p < 0.05*.
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Discussion

In this study, we took PM pollution as the targeted urban 
environmental issue to be solved by the planning of GI. 
The study addresses the solution at the local level from 0.5 
km to 2.5 km in alignment with the government approach 
of air quality management at the airshed level (Ganguly 
et al.,  2020). The results provide the complex connections 
between GI design and PM pollution levels, as well as ef-
fective solutions for improving air quality via urban green 
space planning.

Season and scale-wise Ef fects of Green Infrastructure 
Characteristics on PM Pollution
ANOVA results revealed significant seasonal differences 
in PM concentrations, with the highest levels in winter and 
the lowest in summer. This variation is consistent with 
previous studies, which attribute winter pollution peaks 
to lower temperatures, stagnant air, higher humidity, and 
regional agricultural residue burning. PCA demonstrated 
that a considerable proportion of PM concentration vari-
ance (82%–87%) could be explained by the first two prin-
cipal components, confirming the strong relationship 
between GI characteristics and air pollution. Scale sensi-
tivity was evident, with smaller spatial scales (0.5–1.5 km) 
favoring compositional metrics like CA and PLAND since 
the vegetation cover serves as a sink for pollution (Liu et 
al., 2017; Zhang et al., 2021a) and promotes pollutant dep-
osition (Hirabayashi et al., 2015; Hirabayashi et al., 2012; 
Tiwari & Kumar, 2020). At larger scales (2–2.5 km) config-
urational metrics such as LPI and ED favored, as the high 
ED zone of GI behaves as an air filter by creating a buff-
er or protective green boundary as the high ED zone of GI 
behaves as an air filter by creating a buffer or protective 
green boundary as the high ED zone of GI behaves as an 
air filter by creating a buffer or protective green bound-
ary. These findings align with existing literature empha-
sizing that vegetative coverage impacts local air quality 
more directly at smaller scales, while spatial configura-
tion plays a greater role at broader urban landscape lev-
elsThe shape matrices of GI characteristics do not directly 
impact PM pollution reduction (Lei et al., 2018). High COH 
values in the landscape can be a tangible obstacle that in-
tercepts and captures suspended particulate matter from 
the atmosphere (Li et al., 2021). The process of intercep-
tion helps in the removal of particulate matter (PM) from 
the atmosphere, thereby leading to a reduction in its con-
centration. A high coefficient of COH supports the forma-
tion of microenvironments that facilitate the accumula-
tion of settled dust, thereby mitigating its dispersion into 
the atmosphere (Ge et al., 2021). The spatial distribution of 
GI characteristics in a given area can impact the direction 
and f low of air movements across the terrain. The phe-

nomenon of wind encountering an obstacle can result in a 
reduction of its velocity and a change in its direction, lead-
ing to the occurrence of turbulence. The phenomenon of 
turbulence helps in the dispersion and attenuation of par-
ticulate matter and other airborne pollutants by impeding 
their accumulation in specific regions. The process facili-
tates the amalgamation of uncontaminated air with con-
taminated air, decreasing the collective level of particu-
late matter (PM). AI significantly impacts PM10 reduction 
at higher scales of 1.5 km to 2.5 km. The findings were 
consistent with prior research, which suggested that the 
ability of urban green spaces to mitigate fine particulate 
matter was positively correlated with the proximity and 
contiguity of their landscape patches (Liu & Shen, 2014). 
Moreover, the escalating intricacy of the GI terrain typi-
cally amplifies the edge effects of GI landscapes, thereby 
aiding in the interception of particulate matter. SDI and 
SEI show significant reduction potential during summer 
at 0.5 km scale and during Autumn at 1.5 km. The SDI and 
SEI have the potential to demonstrate the heterogeneity of 
landscape patches, and their efficacy is based on the dis-
tribution of diverse patches. A higher index value indicates 
a landscape that is more evenly distributed. A higher de-
gree of landscape distribution results in a stronger cor-
relation between land use and increased interaction be-
tween “sink” and “source” landscapes, leading to a more 
frequent reduction of PM pollution (Łowicki, 2019). How-
ever, six configuration GI characteristics increase PM pol-
lution during certain seasons at several scales. 

Comparison of compositional and configurational GI on 
PM pollution variation
A comparative analysis revealed that compositional char-
acteristics (e.g., CA, PLAND) are more effective in PM re-
duction at smaller spatial scales, where vegetation density 
directly contributes to pollutant deposition. On the oth-
er hand, configurational metrics (e.g., LPI, ED, COH, AI) 
played a stronger role at larger scales, inf luencing airf low 
patterns, turbulence, and pollutant dispersion. This re-
inforces the importance of a scale-sensitive GI design, as 
certain benefits—such as aerodynamic interactions and 
pollutant interception—become more pronounced with 
increasing spatial extent (Lei et al., 2018). The results also 
underscore the complex role of shape and spatial configu-
ration metrics like LSI, SH_MN, COH, and AI. While high 
COH values were associated with PM reduction by form-
ing barriers to airborne particulates, other metrics exhib-
ited season-dependent or pollutant-specific effects. For 
instance, LSI showed a stronger association with PM2.5 
reduction, while SH_MN was more relevant for PM10, 
highlighting the need for pollutant-specific GI design 
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strategies. The observed heterogeneity in GI–PM rela-
tionships across scales and seasons suggests that a one-
size-fits-all approach to green space planning is insuffi-
cient. Instead, contextual design strategies are required. 
For example, denser vegetation patches (high CA/PLAND) 
should be prioritized in residential neighborhoods to im-
prove local air quality, while connectivity and edge com-
plexity (high ED/LPI/AI) should be enhanced in larger 
parks or peri-urban buffers to leverage wind interactions 
and pollutant dispersion.The presence of a greater num-
ber of trees within a street canyon may result in decreased 
ventilation and an overall rise in air pollution levels (Chen 
et al, 2018; Zhou et al., 2019). Additionally, studies have 
also shown that the existence of high-level vegetation can-
opies, such as trees, can lead to a decline in air quality. In 
contrast, low-level green infrastructure, such as hedges, 
can enhance air-quality conditions (Wu et al., 2018b; Hi-
rabayashi et al., 2012; Srbinovska et al., 2021). The correla-
tion between spatial configurations and PM concentration 
exhibited heterogeneity across various seasons and scales. 
Additionally, the landscape metrics of green space exhib-
ited both positive and negative impacts on PM concentra-
tion. Therefore, the efficacy of green space in mitigating 
PM concentration is contingent upon the equilibrium be-
tween these advantages and disadvantages. 

Limitation
This study increased our understanding of PM pollution 
and urban green space spatial patterns, but it had some con-
straints, though the following assumptions and conditions 
were adopted to try to minimise the constraints. Based on 
the conditions and assumptions, this study picked the most 
significant number of plots possible for the study. Future re-
search may benefit from more sample plot data. The follow-
ing criteria and presumptions were used to choose moni-
toring stations for study: (i) Major modifiers like substantial 
bodies of water are absent from AOI; (ii) Data on PM con-
centrations on rainy days were excluded from the research; 
(iii) Monitoring stations were located in certain local climat-
ic zones (LCZs) so as to have the least amount of disagree-
ment owing to built-up morphology in the research. Inter-
polated PM concentration map data was used to calculate 
each plot’s PM concentration value, which was verified sta-
tistically, and the mean value was estimated at each scale. 
In future studies, more monitoring stations may be used 
to achieve a more accurate concentration value. High-res-
olution geospatial data may help map green infrastructure 
landscape patterns more accurately. The association be-
tween PM pollution and greenspace patterns must be ex-
amined with respect to wind speed and direction. Other 
weather-related characteristics are also required.

Conclusion 

The relationship between PM pollution and the greens-
pace pattern was not as straightforward as anticipated. 
In this study, we took Delhi as an example, one of the 
most polluted cities in India.This study provides a com-
prehensive multiscale and seasonal assessment of the in-
f luence of GI landscape characteristics on particulate 
matter (PM2.5 and PM10) pollution in an urban context. 
Key findings indicate that compositional metrics such as 
CA and PLAND consistently show strong negative cor-
relations with PM concentrations across all seasons and 
spatial scales, underscoring the role of vegetation cov-
er in pollutant deposition. Similarly, TE and ED metrics 
contribute significantly to PM reduction, particularly 
during the autumn and winter months at lower scales, by 
enhancing the buf fering capacity of green spaces. Con-
figurational metrics such as LPI, LSI, and COH also ex-
hibited scale- and season-specific ef fectiveness. Their in-
f luence on PM pollution was more pronounced at larger 
spatial scales, highlighting the importance of spatial ar-

rangement and connectivity of GI patches. The study also 
emphasizes the dual role of GI: while certain configura-
tions reduce PM through improved dispersion and dep-
osition, others—especially dense, high-canopy vegeta-
tion in confined spaces—may hinder air circulation and 
increase PM accumulation. This reinforces the need for 
context-specific GI design strategies that balance aero-
dynamic and deposition ef fects for optimal air quali-
ty outcomes. The research perfectly aligns with the gov-
ernment’s strategy for reducing air pollution by focusing 
on airsheds. Overall, the findings provide actionable in-
sights for urban planners and policymakers. By tailoring 
GI interventions to scale, configuration, and seasonal 
dynamics, cities can enhance the ef fectiveness of green 
infrastructure as a nature-based solution for urban air 
quality management. Future research incorporating 
more monitoring stations, high-resolution spatial data, 
and additional meteorological variables will further re-
fine the understanding of GI–PM dynamics. 
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